Ontology engineering and maintenance require (semi-)automated ontology change operations. Intensive research has been conducted on TBox and ABox changes in description logics (DLs), and various change operators have been proposed in the literature. Existing operators largely fall into two categories: syntax-based and model-based. While each approach has its advantages and disadvantages, an important topic that has been rarely explored is how to achieve a balance between syntax-based and model-based approaches. Also, most existing operators are specially designed for either TBox change or ABox change, and cannot handle the general ontology revision task—Given a DL knowledge base (KB, a pair of a TBox and an ABox), how to revise it by a set of TBox and ABox axioms (i.e., a new DL KB). In this paper, we introduce an alternative structure for DL-Lite, called a featured interpretation, and show that featured models provide a finite and tight characterisation to the classical semantics of DL-Lite. A key issue for defining a change operator is the so-called expressibility, that is, whether a set of models (or featured models here) is axiomatizable in DLs. It is indeed much easier to obtain expressibility results for featured models than for classical DL models. As a result, the new semantics determined by featured models provides a method for defining and studying various changes of DL-Lite KBs that involve both TBoxes and ABoxes. To demonstrate the usefulness of the new semantic characterisation in ontology change, we define two revision operators for DL-Lite KBs using featured models and study their properties. In particular, we show that our two operators both satisfy AGM postulates. We show that the complexity of our revisions is \( \Pi_2 \)-complete, that is, on the same level as major revision operators in propositional logic, which further justifies the feasibility of our revision approach for DL-Lite. Also, we develop algorithms for these DL-Lite revision operations.
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1. INTRODUCTION
Ontology has recently been used in a wide range of practical domains such as e-Science, e-Commerce, medical informatics, bio-informatics, and the Semantic Web [Staab and Studer 2009]. An ontology is a formal model of some domain knowledge of the world, and it provides a shared vocabulary relevant to the domain. It also specifies the formalization of the domain knowledge as well as the meaning (semantics) of the formalization. The Web Ontology Language (OWL), with its latest version, OWL 2 [1] is accepted as the World Wide Web Consortium (W3C) recommendation for

[1] http://www.w3.org/TR/owl2-overview/

Author’s addresses: Z. Wang, K. Wang, and R. Topor, School of ICT, Griffith University.
This paper is a significant extension of [Wang et al. 2010a, Wang et al. 2010b, Wang et al. 2010b] is an extended abstract of [Wang et al. 2010a]. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies show this notice on the first page or initial screen of a display along with the full citation. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, to redistribute to lists, or to use any component of this work in other works requires prior specific permission and/or a fee. Permissions may be requested from Publications Dept., ACM, Inc., 2 Penn Plaza, Suite 701, New York, NY 10121-0701 USA, fax +1 (212) 869-0481, or permissions@acm.org.
© YYYY ACM 1529-3785/00/01-ARTA $15.00
DOI: http://dx.doi.org/10.1145/0000000.0000000

ACM Transactions on Computational Logic, Vol. V, No. N, Article A, Publication date: January YYYY.
ontology languages. OWL and OWL 2 are based on description logics (DLs) [Baader et al. 2003]. In particular, the logical foundations of OWL 2 QL are based on a well known family of lightweight DLs, DL-Lite [Calvanese et al. 2007; Artale et al. 2009]. In DLs, an ontology is often expressed as a knowledge base (KB), which consists of both terminological knowledge (or schema information) in the TBox and assertional knowledge (or data information) in the ABox. We will alternatively use the terms ‘ontology’ and ‘KB’.

As with all formal knowledge structures, ontologies are not static, but may evolve over time. Indeed, ontology engineering is described as a life-cycle [Pérez et al. 2003], which is based on evolving prototypes and specific techniques peculiar to each ontology engineering activity. An important and challenging problem is thus how to effectively and efficiently modify ontologies. A typical scenario is machine-supported ontology design and maintenance through a learning process—this may involve sophisticated change operations, in particular when a piece of newly learned knowledge contradicts the initial knowledge, the ontology needs to be revised or a recommendation for such a revision should be generated for the users. For example, suppose we need to build an ontology about the staff and the students in a community college. Initially, we may have defined two disjoint classes Staff and Student among some other classes. Assume that the ontology contains some schema-level information, such as staff have staff IDs and students do not. Also, the ontology contains some data about the staff and the students in the college, e.g., Mary is a staff member, John and Mike are students. Later, however, we learn that the college allows some of its staff members to enrol as PhD students. Also, John has graduated from his PhD program and is now a staff member in the college. Then, the new knowledge needs to be incorporated and the initial ontology (both the TBox and the ABox) needs to be revised so that the incorporation is consistent.

Limited support on ontology change is provided by existing ontology editing tools. In particular, Protégé2, a well known ontology editor and knowledge acquisition system, allows the users to incorporate one ontology into another; however, the interactions between the ontologies are restricted. For instance, classes from distinct sources with the same name are not identified as the same class by default. When incorporating two ontologies in Protégé, classes with the same name co-exist in the resulting ontology. For instance, suppose we have two ontologies both with a class called Student. When merging the two ontologies, two classes both named Student will occur in the result. The two classes can only be distinguished when we refer to their respective URIs inherited from their source ontologies. Suppose these two classes are unified (for instance via mapping), another issue still remains—the two source ontologies may contain inconsistent knowledge about this unified class. Yet insufficient support is provided by Protégé to resolve such inconsistency; while it can detect such inconsistency [Horridge et al. 2009], it relies on human assistance to understand and resolve the inconsistency.

Recently, significant effort has been made to define rational operators for DL ontology change and a number of proposals have been studied under various names, such as revision [Qi and Yang 2008; Nikitina et al. 2012], contraction [Cuenca Grau et al. 2012], update [Kharlamov et al. 2013], forgetting [Wang et al. 2010c], update [Cuenca Grau et al. 2008], Kharlamov et al. 2013], forgetting [Wang et al. 2010c], Lutz and Wolter 2011], and module extraction [Cuenca Grau et al. 2008; Konichakov et al. 2010]. The list is by no means comprehensive, the readers should refer to [Flouris et al. 2008] for a survey on some other related works. While some of the existing approaches are promising, the following two problems are still open.

(1). How to achieve a balance between syntax-based and model-based approaches which has advantages of each approach? Current approaches to ontology change can be classified (roughly) into two categories: syntax-based approaches [Haase and Stojanovic 2005; Qi et al. 2008; Ribeiro and Wassermann 2009] and model-based approaches [Giacomo et al. 2009; Qi and Du 2009; Zheleznyakov et al. 2010; Lenzerini and Savo 2011; Liu et al. 2011; Kharlamov et al. 2013; Qi et al. 2015]. It is well known that these two types of proposals for ontology change have their advantages and disadvantages. A syntax-based approach is usually based on certain syntactic
structures instead of standard DL models. Such approaches are relatively easy to implement, but they lack of suitable semantic justification in general, that is, it is usually unclear how close (semantically) the changed KB is to the initial one (except for some special cases). Model-based approaches are defined in terms of DL models and thus provide a natural semantic justification of minimal change. However, it is challenging to develop algorithms for model-based KB changes except for some special cases (e.g., TBox or ABox changes, a detailed discussion is left to Section 6). In our view, one of the major difficulties is to work with (essentially first order) DL models, for the following reasons: (i) DL models have complex and possibly infinite structures; (ii) a DL KB may have infinitely many models, making it hard (if not impossible) to compute the result directly via models; and (iii) given a collection of DL models, there may not exist a single KB whose models are exactly those in the set.

(2). How to develop a framework that allows us to change both the TBox and the ABox in a simple, uniform and well-defined manner? As we have seen from the above community college ontology example, it is necessary to change both the TBox and the ABox of a DL KB, while we agree that there are applications for which only TBoxes or only ABoxes need to change. In Section 4.4 we will describe a case study of ontology revision on the NCI Thesaurus [Hartel et al. 2005] to demonstrate that both the ABox and the TBox need to be revised. A limitation of many existing approaches is that they can either modify only ABoxes with fixed TBoxes [Giacomo et al. 2009; Lenzerini and Savo 2011; Liu et al. 2011; Kharlamov et al. 2013; Qi et al. 2015], or change only TBoxes [Qi and Du 2009; Zheleznyakov et al. 2010; Zhuang et al. 2014; Wang et al. 2015]. Revision by a distinct type of axioms, e.g., revision of TBoxes by ABoxes, was rarely explored with the exception of [Wang et al. 2015], where an approach is proposed to revise a TBox by some contradicting ABox. This is the case for example, suppose the new data shows that PhD students like John get a staff ID which was not permitted before, then the TBox constraint needs to be revised. Yet the other direction is not covered by the existing approaches. That is, in a knowledge intensive application where the data is error-prone and frequently updated, when new integrity constraints is applied the out-of-date initial ABox needs to be revised by the new TBox knowledge. For instance, suppose the new TBox constraint says each person can have only one ID, then the incorrect assertion that John has two distinct IDs must be revised.

In order to resolve the above two challenges, in this paper we first introduce a new type of syntactic structures called \textit{featured interpretations} for DL-Lite, which provides a suitable finite characterisation for the semantics of DL-Lite KBs, and then we apply this new semantic characterisation in defining revision operators for DL-Lite KBs and developing algorithms for the revision operators.

We choose DL-Lite [Calvanese et al. 2007; Artale et al. 2009] for several reasons. DL-Lite was developed as a family of lightweight DLs that exhibit nice computational properties. DL-Lite is the logical foundation of OWL 2 QL, one of the three profiles of W3C standard OWL 2. Moreover, while it is essentially a fragment of first order logic, DL-Lite is relatively close to propositional logic in the sense that quite some important properties of propositional logic can be adapted/extended to DL-Lite. In particular, we use DL-Lite$_{\text{Ntrue}}$ [Artale et al. 2009] as a syntactic basis for our discussion as it generalizes the main DL-Lite dialects such as DL-Lite$_\text{core}$ and DL-Lite$_{\text{F}}$, and is expressive enough to allow all boolean operators. Also, the proposed approach can be conveniently adapted to other DL-Lite dialects like DL-Lite$_{\text{R}}$. The notion of \textit{types} [Kontchakov et al. 2010]—syntactic abstractions of domain elements—provides a finite characterisation for the semantics of DL-Lite TBoxes. But single types cannot be directly used as models of DL-Lite KBs that have both TBoxes and ABoxes, as we will see in Example 3.9. As a result, we introduce a new type-based structure, called a \textit{featured interpretation}, for DL-Lite, and show that the notion of featured interpretations provides a nice characterisation for the semantics of DL-Lite KBs, in particular, a DL-Lite KB is consistent (in terms of DL models) if and only if it is consistent in terms of \textit{featured models} (and it is well known that most DL-Lite reasoning tasks can be reduced to KB consistency check [Artale et al. 2009]).
The new semantic characterisation can be used for resolving conflicts, handling revision, update, forgetting, and merging. As an application of featured models, we present a thorough account of how featured models are used in DL-Lite ontology revision. In particular, we propose two revision operators by employing techniques of belief revision in propositional logic, show that our operators satisfy AGM postulates for revision, and develop algorithms for our revision operators. As a case study, we present an example of using our operators for medical ontology revision, based on a slightly modified version of the NCI Thesaurus. We also show that the computational complexity of our revision operators is on the same level as belief revision for propositional logic. Specifically, the major contributions of this work are summarized as follows.

— **Featured interpretations and the corresponding semantics:** Featured interpretations are syntax-based and finite, in the sense that each DL-Lite KB has a finite set of featured interpretations that satisfy it (called **featured models**) and each featured interpretation is finite. The semantics determined by featured models provides a tight approximation to the classical semantics of DL-Lite KBs. As a result, the featured-model semantics paves the way for a good balance between syntax-based and model-based approaches to DL-Lite ontology change.

— **Conditions for the expressibility of featured interpretations:** The expressibility of featured interpretations concerns whether there exists a DL-Lite KB whose featured models are exactly a given set of featured interpretations. In general, a set of featured interpretations may not be expressible as a single DL-Lite KB. To resolve this problem, we first study the conditions for a set of featured interpretations to be expressible in DL-Lite. Moreover, when a set of featured interpretations is inexpressible, we show how to construct the closest DL-Lite KB corresponding to the given set of featured interpretations, called the maximal approximation.

— **Two Ontology Revision Operators:** By introducing two notions of distance between featured models, we define two different revision operators for DL-Lite KBs. Our revision operators balance between syntax-based and model-based revision approaches in the sense that we adapt techniques from propositional model-based revision but use featured models instead of DL models. We show that both operators possess desirable logical properties and in particular, they satisfy related AGM postulates. We still face the inexpressibility issue—the result of revision can be a disjunctive KB. Thus, we study approximation of our DL-Lite revisions. To demonstrate the usefulness of these ontology revision operators (even under approximation), we also present a case study of ontology revision based on the NCI Thesaurus.

— **Algorithms and Complexity:** We show that the complexity of ontology revision based on featured models is on the second level of polynomial hierarchy. This result is non-trivial and encouraging, as the complexity coincides with that of belief revision for propositional logic. We develop algorithms for computing the maximal approximation for DL-Lite ontology revision. The algorithms are sound and complete with respect to our two operators. These results are significant, considering the generality of the revision task considered in this paper and the difficulty of developing an algorithm for a revision operator defined in terms of DL models.

The rest of the paper is arranged as follows. Some basics of DL-Lite\textsuperscript{N}\textsubscript{bool} are briefly recalled in Section 2. We introduce featured interpretations in Section 3 and show that featured interpretations provide a tight approximation to the standard semantics of DL-Lite. We also investigate the conditions for a set of featured interpretations to correspond to a DL-Lite KB. In Section 4, we define two ontology revision operators based on featured models and two notions of featured-model distance, and discuss some interesting properties. The rationality of our revision operators are further justified using (adapted) AGM postulates. In Section 5, we present the complexity results and provide computation algorithms for the revision operators. We introduce the state-of-the-art in ontology revision and compare our approach with some existing ones in Section 6. Finally, Section 7 concludes the paper. Some tedious technical proofs are left in the appendix at the end of the paper.
2. DL-LITE FAMILY

In this section, we briefly recall some basics of DL-Lite that will be used in this paper. Also, through an example (Example 2.1), we demonstrate that a simple ontology in DL-Lite can have an infinite number of models and all of the models are infinite first-order structures.

2.1. Syntax of DL-Lite

A **signature** is a (possibly infinite) set \( S = S_C \cup S_R \cup S_I \cup S_N \) where \( S_C, S_R, S_I \) and \( S_N \) are mutually disjoint. \( S_C \) is a set of atomic concepts, \( S_R \) is a set of atomic roles, \( S_I \) is a set of individual names, and \( S_N \) is a set of natural numbers. We assume the number 1 is always in \( S_N \). \( \top \) and \( \bot \) are special symbols and are neither atomic concepts nor atomic roles. Complex concepts and roles in DL-Lite can be constructed from the atomic ones as follows:

\[
\begin{align*}
R & \longrightarrow P \mid P^- \\
B & \longrightarrow \top \mid A \mid \geq n R \\
C & \longrightarrow B \mid \neg C \mid C_1 \cap C_2
\end{align*}
\]

where \( n \in S_N, A \in S_C \) and \( P \in S_R, B \) is called a **basic concept** and \( C \) is called a **general concept** or simply **concept**. \( BC_S \) denotes the set of all basic concepts on \( S \). We write \( \bot \) as a shorthand for \( \neg \top, \exists R \) for \( \geq 1 R, \leq n R \) for \( \neg(\geq n + 1 R) \), and \( C_1 \cup C_2 \) for \( \neg(\neg C_1 \cap \neg C_2) \). We use \( S'_R \) to denote \( \{P^- \mid P \in S_R\} \). For each \( P \in S_R \), let \( R^+ = P \) whenever \( R = P \) or \( R = P^- \).

A **TBox** \( T \) is a finite set of concept inclusions of the form \( C_1 \subseteq C_2 \) with \( C_1 \) and \( C_2 \) being general concepts. An **ABox** \( A \) is a finite set of membership assertions of the forms \( C(a), P(a, b), \) and \( \neg P(a, b) \), where \( a, b \in S_I \). We call \( C(a) \) a concept assertion and \( P(a, b) \) or \( \neg P(a, b) \) a role assertion. For simplicity, we disallow assertions of the form \( P^-(a, b) \) in the ABoxes; however, we may write \( R(a, b) \) where \( R = P^- \) is an inverse role, meaning \( P(b, a) \). Note that some literature on DL-Lite consider concept assertions only of the form \( A(a) \) with \( A \) being an atomic concept name. Allowing general concepts in concept assertions \( C(a) \) does not necessarily extend the expressive power, as \( C(a) \) can be simulated by assertion \( AC(a) \) and inclusion \( AC \subseteq C \) where \( AC \) is a fresh atomic concept name. An **axiom** is either a concept inclusion or a (concept or role) assertion. A knowledge base (KB) is a pair \( \mathcal{K} = (T, A) \). In this paper, a DL ontology is a DL KB.

2.2. Semantics of DL-Lite

The semantics of a DL-Lite KB is given by interpretations. An interpretation \( \mathcal{I} \) is a pair \( (\Delta^T, \Delta^I) \), where \( \Delta^T \) is a non-empty set called the **domain** and \( \Delta^I \) is an interpretation function which associates each atomic concept \( A \) with a subset \( A^T \) of \( \Delta^T \); each atomic role \( P \) with a binary relation \( P^T \subseteq \Delta^T \times \Delta^T \), and each individual \( a \) with an element \( a^T \) of \( \Delta^T \) such that \( a^T \neq b^T \) for each pair of \( a, b \in S_I \) (unique name assumption).

The interpretation function \( \cdot^T \) can be extended to general concept descriptions:

\[
\begin{align*}
(P^-)^T &= \{(d, e) \mid (e, d) \in P^T\} \\
(\neg P)^T &= \Delta \times \Delta - P^T \\
(\geq n R)^T &= \{d \mid \#\{e \mid (d, e) \in R^T\} \geq n\} \\
(-C)^T &= \Delta^T - C^I \\
(C_1 \cap C_2)^T &= C_1^T \cap C_2^T
\end{align*}
\]

An interpretation \( \mathcal{I} \) satisfies inclusion \( C_1 \subseteq C_2 \) if \( C_1^T \subseteq C_2^T \); \( \mathcal{I} \) satisfies assertion \( C(a) \) if \( a^T \in C^I \); \( \mathcal{I} \) satisfies assertion \( P(a, b) \) if \( (a^T, b^T) \in P^T \); \( \mathcal{I} \) satisfies TBox \( T \) (or ABox \( A \)) if \( \mathcal{I} \) satisfies each inclusion in \( T \) (resp., each assertion in \( A \)). \( \mathcal{I} \) is a **model** of a KB \( \langle T, A \rangle \), if \( \mathcal{I} \) satisfies both \( T \) and \( A \). We use \( \text{mod}(\mathcal{K}) \) to denote the set of models of KB \( \mathcal{K} \). \( \text{sig}(\mathcal{K}) \) is the signature of \( \mathcal{K} \).

A KB \( \mathcal{K} \) is **consistent** if it has at least one model. A concept or role \( E \) is **satisfiable w.r.t. \( \mathcal{K} \) if there exists a model \( \mathcal{I} \) of \( \mathcal{K} \) such that \( E^I \neq \emptyset \). A KB \( \mathcal{K} \) is **coherent** if each atomic concept and each atomic role are satisfiable w.r.t. \( \mathcal{K} \).

Two KBs \( \mathcal{K}_1, \mathcal{K}_2 \) that have the same models are said to be equivalent, denoted \( \mathcal{K}_1 \equiv \mathcal{K}_2 \). A KB \( \mathcal{K} \) entails an inclusion or assertion \( \alpha \), denoted \( \mathcal{K} \models \alpha \), if all models of \( \mathcal{K} \) satisfy \( \alpha \). **Subsumption** and
instance checking are standard reasoning tasks of deciding whether $\mathcal{K} \models \alpha$ with $\alpha$ being a concept inclusion and a membership assertion, respectively.

Given a set $\mathcal{M}$ of interpretations, a DL language $\mathcal{L}$ and a signature $\mathcal{S}$, in most cases there does not exist a KB $\mathcal{K}$ expressed in $\mathcal{L}$ over $\mathcal{S}$ such that the models of $\mathcal{K}$ are exactly $\mathcal{M}$. To tackle this inexpressibility problem, a notion of best approximation is introduced in [Giacomo et al. 2007]. A KB $\mathcal{K}$ in $\mathcal{L}$ is said to be a maximal approximation (MA) of $\mathcal{M}$ in $\mathcal{L}$ over $\mathcal{S}$ if (1) $\text{sig}(\mathcal{K}) \subseteq \mathcal{S}$ and $\mathcal{M} \subseteq \text{mod}(\mathcal{K})$, and (2) there exists no KB $\mathcal{K}'$ in $\mathcal{L}$ satisfying (1) such that $\text{mod}(\mathcal{K}') \subset \text{mod}(\mathcal{K})$. It is shown in [Giacomo et al. 2007] that MA may not exist for some DLs. However, we can show that MAs always exist in DL-Lite$_\mathcal{S}$. When it exists, the MA of $\mathcal{M}$ is unique up to KB equivalence. If KB $\mathcal{K}$ is the MA of $\mathcal{M}$ in $\mathcal{L}$ over $\mathcal{S}$, then for any inclusion or assertion $\alpha$ in $\mathcal{L}$ over $\mathcal{S}$, $\mathcal{K} \models \alpha$ if and only if all interpretations in $\mathcal{M}$ satisfy $\alpha$.

2.3. Infinity of DL-Lite Models

Before defining the concept of features, we first look into the cause of the infinity of classical models for DL-Lite. Since we only consider finite signatures, the cause of the infinity of models is the possibly infinite interpretation domain. To avoid infinite models, we could consider only models with finite domains. However, DL-Lite$_\mathcal{S}$ does not enjoy the finite model property, i.e., there are simple DL-Lite KBs that have only infinite models as shown in an example from [Calvanese et al. 2006]. In particular, all models of the following KB $\mathcal{K}$ must have infinite domain.

Example 2.1. Consider the KB $\mathcal{K} = \langle T, A \rangle$, where

$$T = \{ A \sqsubseteq \exists P, B \sqsubseteq \exists P, \exists P^- \sqsubseteq B, A \cap B \sqsubseteq \bot, \geq 2 P^- \sqsubseteq \bot \}$$
$$A = \{ A(a), P(a,b) \}.$$

In fact, an infinite model $\mathcal{I}$ of $\mathcal{K}$ can be defined as follows:

- $\Delta^\mathcal{I} = \{ a, b, d_1, d_2, d_3 \ldots \}, a^\mathcal{I} = a$ and $b^\mathcal{I} = b$;
- $A^\mathcal{I} = \{ a \}$ and $B^\mathcal{I} = \{ b, d_1, d_2, d_3 \ldots \}$; and
- $P^\mathcal{I} = \{ (a, b), (b, d_1), (d_1, d_2), \ldots, (d_i, d_{i+1}), \ldots \}.$

In the above example, $B \sqsubseteq \exists P$ says that each member of class $B$ has a $P$-successor; $\exists P^- \sqsubseteq B$ then enforces each such $P$-successor to be in $B$ and thus to have its $P$-successor; and finally $A \cap B \sqsubseteq \bot$ and $\geq 2 P^- \sqsubseteq \bot$ rule out loops. Thus, only an interpretation with an infinite chain of $P$-successors can be a model of $\mathcal{K}$. On the other hand, however, an important observation is that the (infinitely many) domain elements $d_1, d_2, \ldots$ are not crucial for standard subsumption and instance checking reasoning problems. Indeed, subsumption can be characterized by sets of basic concepts, called types, which will be defined in the next section; and instance checking can be characterized by interpretations on named individuals, called Herbrand sets.

3. FEATURED INTERPRETATIONS FOR DL-LITE

In this section, we introduce the notion of featured interpretations/models, which provides an alternative semantic characterization for DL-Lite. An advantage of featured models over models is that the number of all featured models for a DL-Lite KB is finite and each featured model is finite as well. These finiteness properties make it possible to recast key approaches to belief change for classical propositional logic into DL-Lite.

In the following discussions, it is often sufficient to consider a finite signature, still denoted $\mathcal{S}$, such that all the atomic concepts, atomic role names, individual names and numbers occurring in the input KBs are contained in $\mathcal{S}$. In Section 3.5, we will consider extensions of $\mathcal{S}$ with finitely many auxiliary role names not occurring in the input KBs, and the extended signatures are still finite. Hence, in what follows, we only consider finite signatures.
3.1. Types in DL-Lite

A type for DL-Lite [Kontchakov et al. 2008; Zhuang et al. 2014] is defined as a set of basic concepts that satisfies a condition on numerical restrictions.

Definition 3.1. For a finite signature $S$, an $S$-type (or simply a type) $\tau$ is a set of basic concepts over $S$, i.e., $\tau \subseteq BC_S$, such that $\top \in \tau$, and for any $m, n \in S_N$ with $m < n$, $n R \in \tau$ implies $\geq m R \in \tau$.

Note that $\bot$ is not a basic concept and is not contained in any type. Also, as $\top$ occurs in every type, we often omit it for simplicity.

Example 3.2. Let $S_C = \{ A, B \}$, $S_R = \{ P \}$, and $S_N = \{ 1, 2 \}$. Then $\tau = \{ A, \exists P; \geq 2 P, \exists P^\neg \}$ is a type. However, $\{ A, \geq 2 P, \exists P^\neg \}$ is not a type, as the presence of $\geq 2 P$ requires $\exists P$ to be included.

Clearly, as the number of basic concepts over $S$ is finite, the number of $S$-types is also finite. For an interpretation $I$, each domain element $d \in \Delta^I$ induces a unique type. Define $\tau^I(d) = \{ B \in BC_S \mid d \in B^I \}$. We say that $d$ induces $\tau^I(d)$ in $I$. Hence, the elements in $\Delta^I$ can be classified using the types they induce. Two elements are type-equivalent if they induce the same type. In this way, all the (possibly infinite) elements are grouped into a finite number of type-equivalent classes.

The following result shows that type-equivalent domain elements cannot be distinguished by the concept membership, i.e., they all belong to the same concepts.

**Lemma 3.3.** Given an interpretation $I$ over $S$, for $d_1, d_2 \in \Delta^I$, if $d_1$ and $d_2$ are type-equivalent, then $d_1 \in C^I$ iff $d_2 \in C^I$ for each concept $C$ over $S$.

By Lemma 3.3, we can further conclude that type-equivalent domain elements cannot be distinguished by concept inclusions. Thus, we can use type $\tau$ as a representative for all the domain elements that induce $\tau$. In what follows, we formally define the satisfaction of concepts and concept inclusions using types.

The satisfiability of a concept in a type can be defined in a standard way: A type $\tau$ satisfies a basic concept $B$ if $B \in \tau$; $\tau$ satisfies $\neg C$ if $\tau$ does not satisfy $C$; and $\tau$ satisfies $C_1 \sqcap C_2$ if $\tau$ satisfies both $C_1$ and $C_2$.

**Lemma 3.4.** Let $C$ be any concept over $S$. Given an interpretation $I$ over $S$, $d \in C^I$ iff $\tau^I(d)$ satisfies $C$.

Define that a type $\tau$ satisfies concept inclusion $C_1 \sqsubseteq C_2$ if $\tau$ satisfies concept $\neg C_1 \sqcup C_2$. A type $\tau$ satisfies a TBox $T$ if $\tau$ satisfies every inclusion in $T$. Although the definition of a type satisfying a TBox looks propositional (with basic concepts seen as propositional atoms, TBoxes as propositional theories, and types as propositional interpretations), a type is different from a propositional interpretation. In particular, the logical connections between basic concepts $\geq n R$ and $\geq n+k R$, and between $\exists P$ and $\exists P^\neg$, require some special consideration. The former is addressed in the definition of types, and the latter, as we will show, needs to be specially considered only when role $P$ is unsatisfiable w.r.t. the TBox.

A TBox $T$ is called role coherent if each role $P$ in $T$ is satisfiable, i.e., for each $P \in S_R$, a model $I$ of $T$ exists such that $P^I \neq \emptyset$. We show that types (alone) characterize the semantics of role coherent TBoxes in a propositional manner. In particular, the concept satisfiability and subsumption for role coherent TBoxes that are defined by classical DL models can be equally defined by types. A concept $C$ is type-satisfiable w.r.t. a TBox $T$ if there exists a type satisfying both $T$ and $C$.

**Proposition 3.5.** Let $C$ be a concept and $T$ be a role coherent TBox over $S$. $C$ is satisfiable w.r.t. $T$ iff $C$ is type-satisfiable w.r.t. $T$.

If $T$ is not role coherent, by Lemma 3.4 the “only if” direction of Proposition 3.5 still holds, whereas the “if” direction does not necessarily hold. For example, let $T = \{ \exists P \sqsubseteq \bot \}$, then...
concept \( \exists P^- \) is clearly unsatisfiable w.r.t. \( T \), yet it is type-satisfiable w.r.t. \( T \) witnessed by the type \( \{ \exists P^- \} \). As we will see in Section 3.3, for such a (not necessarily role coherent) TBox \( T \), sets of types instead of single types need to be used to characterise the semantics of \( T \).

As concept subsumption can be reduced to concept (un)satisfiability, we also have the following immediate consequence of Proposition 3.5. For a TBox \( T \) and a concept inclusion \( C \subseteq D \), we define \( T \models C \subseteq D \) if all the types \( \tau \) satisfying \( T \) also satisfy \( C \subseteq D \).

**Corollary 3.6.** Let \( T \) be a role coherent TBox. For any two concepts \( C \) and \( D \) over \( S \), \( T \models C \subseteq D \) iff \( T \models C \subseteq D \).

### 3.2. Herbrand Sets

Types do not refer to individuals, and they are insufficient to capture the semantics of ABoxes. ABoxes assert membership of individuals. Hence, we need to extend types and introduce a semantic characterization for ABoxes, in which each interpretation needs to specify the types and the role memberships of the individuals. We adopt Herbrand interpretations in first order logic, and show that they are sufficient for instance checking.

**Definition 3.7.** For a finite signature \( S \), an \( S \)-Herbrand set (or simply a Herbrand set) \( \mathcal{H} \) is a finite set of basic assertions of the form \( B(a) \) or \( P(a,b) \), where \( a,b \in S_I \), \( B \in BC_S \) and \( P \in S_R \), satisfying the following three conditions:

1. For each \( a \in S_I \), \( \top \in \mathcal{H} \) and \( \geq n R(a) \in \mathcal{H} \) implies \( \geq m R(a) \in \mathcal{H} \) for each \( R \in S_R \cup S_R^- \) and each pair \( m,n \in S_N \) with \( m < n \).
2. For each \( P \in S_R \) and each \( m \in S_N \), \( P(a,b_i) \in \mathcal{H} \) (\( i = 1, \ldots, n \)) with \( n \geq m \) implies \( \geq m P(a) \in \mathcal{H} \).
3. For each \( P \in S_R \) and each \( m \in S_N \), \( P(b_i,a) \in \mathcal{H} \) (\( i = 1, \ldots, n \)) with \( n \geq m \) implies \( \geq m P^-(a) \in \mathcal{H} \).

By Condition (1) in Definition 3.7, for each individual \( a \in S_I \), the set \( \tau^\mathcal{H}(a) = \{ B \mid B(a) \in \mathcal{H} \} \) is a type, and it is referred to as the type of \( a \) in \( \mathcal{H} \). Taking \( \mathcal{H} \) as a Herbrand interpretation where each individual name is interpreted as itself, by Lemma 3.4, \( \tau^\mathcal{H}(a) \) provides a complete interpretation on the concept membership of \( a \). Conditions (2) and (3) say that the interpretation on concept membership must be consistent with that on role membership. In particular, if an individual \( a \) has at least \( m \) explicitly specified \( P \)-successors (or resp., \( P \)-predecessors) for some \( m \in S_N \), then \( a \) must be a member of concept \( \geq m P \) (resp., \( \geq m P^- \)). Note that we adopt unique name assumption (UNA) here, and treat individuals with different names as distinct ones.

A Herbrand set \( \mathcal{H} \) (viewed as a Herbrand interpretation) contains the complete interpretation about (only) the named individuals. For instance, the absence of \( B(a) \) in \( \mathcal{H} \), with \( B \) being a basic concept and \( a \) being a named individual, means that \( a \) is not a member of \( B \), or equivalently, \( a \) is a member of \( \neg B \). Note that we are not making the domain closure assumption, in which case the domain of the interpretation consists of only named individuals. An interpretation that induces a Herbrand set may contain unnamed domain elements, and the Herbrand set simply does not say anything about them.

Since \( \top \in \mathcal{H} \) is in every Herbrand set and \( a \in S_I \), for simplicity, we will omit it in examples. We use \( CA(a, \mathcal{H}) \) to denote the set of concept assertions containing \( a \) in \( \mathcal{H} \), and use \( RA(\mathcal{H}) \) to denote the set of role assertions in \( \mathcal{H} \). Although role assertions of the form \( P^-(a,b) \) are not allowed in a Herbrand set, we will sometimes write \( P^-(a,b) \in \mathcal{H} \) meaning \( P(b,a) \in \mathcal{H} \) for simplicity.

Now we define the satisfaction of membership assertions in terms of Herbrand sets. We say that a Herbrand set \( \mathcal{H} \) satisfies concept assertion \( C(a) \) if \( \tau^\mathcal{H}(a) \) satisfies concept \( C \). Herbrand set \( \mathcal{H} \) satisfies role assertion \( P(a,b) \) if \( P(a,b) \) is in \( \mathcal{H} \), and \( \neg P(a,b) \) if \( P(a,b) \) is not in \( \mathcal{H} \). Herbrand set \( \mathcal{H} \) satisfies an ABox \( A \) if \( \mathcal{H} \) satisfies every assertion in \( A \). For an ABox \( A \) and an (concept or role) assertion \( \alpha \), we define \( A \models_\mathcal{H} \alpha \) if all Herbrand sets \( \mathcal{H} \) satisfying \( A \) also satisfy \( \alpha \).
Proposition 3.8. Let $A$ be an ABox, $C(a)$ be a concept assertion, and $P(a, b)$ be a role assertion over $S$. We have $A \models C(a)$ iff $A \models_h C(a)$, and $A \models P(a, b)$ iff $A \models_h P(a, b)$.

3.3. Featured Interpretations of DL-Lite

To provide an alternative semantic characterization for DL-Lite KBs, we could use pairs $\langle \tau, H \rangle$, where $\tau$ is a type and $H$ is a Herbrand set, to replace classical interpretations for DLs, and define that $\langle \tau, H \rangle$ satisfies KB $\langle T, A \rangle$ if $\tau$ satisfies $T$ and $H$ satisfies $A$. The resulting satisfaction relation should guarantee that $\mathcal{K}$ is consistent iff there exists some pair $\langle \tau, H \rangle$ satisfying $\mathcal{K}$. However, the following examples show that it is not the case.

Example 3.9. (1) Given a TBox $T = \{ \top \subseteq \exists P, \exists P \subseteq \bot \}$, it is clear that $T$ is inconsistent. However, there is a type $\tau = \{ \exists P \}$ satisfying $T$.

(2) Let $\mathcal{K} = \langle T, A \rangle$ where $T = \{ A \subseteq \neg B \}$ and $A = \{ A(a), B(a) \}$. Note that $\mathcal{K}$ is inconsistent while $T$ and $A$ are respectively consistent. Take the type $\tau = \{ A \}$ and the Herbrand set $H = \{ A(a), B(a) \}$. Then $\tau$ satisfies $T$ and $H$ satisfies $A$.

Example 3.9 (1) shows that a single type is insufficient to reflect the logical connection between $\exists P$ and $\exists P^\ominus$, and hence the simple characterization does not work for non-role coherent TBoxes. Intuitively, $\exists P$ is satisfiable w.r.t. $T$ if and only if $\exists P^\ominus$ is satisfiable w.r.t. $T$. To express this condition, it often requires at least two types satisfying $\exists P$ and $\exists P^\ominus$ respectively. Example 3.9 (2) shows that with a pair $\langle \tau, H \rangle$ of a single type and a Herbrand set, it is difficult to express the logical connection between the TBox and the ABox of a KB.

Generating models [Konev et al. 2011] have been used to approximate canonical models of DL-Lite KBs with finite structures, yet generating models cannot be directly adopted for our purpose. In general, it is unclear how to re-construct KBs/TBoxes from generating models (needed for computing revision results like in Algorithm 2). For example, let $T = \{ A \subseteq B \}$ and $A = \{ A(a) \}$, then $\langle T, A \rangle$ has the unique generating model $\{ A(a), B(a) \}$, which does not contain the types $\tau_1 = \{ B \}$ and $\tau_2 = \emptyset$ that are needed for fully capturing the subsumption $A \subseteq B$.

We address this issue by using a set of types (instead of a single type) in our characterization. Using sets of types as semantic characterizations of DL-Lite TBoxes is also suggested in [Kontchakov et al. 2008]. Figure 1 shows how a classical DL model is approximated with a set of types and a Herbrand set. A DL model $I$ can be seen as a (generally infinite) graph $(\Delta^I, \{ (d, e) \mid \text{there exists } P \in S_R \text{ s.t. } (d, e) \in P^I \})$, where each node is a domain element and is labelled with a type, and each edge is labelled with a (set of) role name(s). A black node corresponds to (the interpretation of) a named individual. In our new semantic characterization, we use an approximation of $I$ which consists of the set $\Xi$ of all labelling types and the Herbrand set $H$ obtained by restricting $I$ to assertions about named individuals. Such an approximation abstracts from the interpretation some critical features w.r.t. concept subsumption (Corollary 3.9) and instance checking (Proposition 3.8), and is independent of the interpretation domain.

We first introduce the definition of featured interpretations, and then show that they are tight approximations of classical DL interpretations.

Definition 3.10 (Featured Interpretations). For a finite signature $S$, an $S$-featured interpretation (or simply a featured interpretation) is a pair $\mathcal{F} = \langle \Xi, H \rangle$, where $\Xi$ is a non-empty set of $S$-types and $H$ is an $S$-Herbrand set, satisfying the following two conditions:

1. Concept $\exists P$ occurs in $\Xi$ iff concept $\exists P^\ominus$ occurs in $\Xi$ for each $P \in S_R$.
2. Type $\tau_1^H(a) \in \Xi$ for each $a \in S_I$.

Intuitively, in a featured interpretation $\langle \Xi, H \rangle$, $\Xi$ consists of the types induced by the elements in the domain of interest, and $H$ specifies the membership of all named individuals. Condition (1) of Definition 3.10 says that if there is a type $\tau$ in $\Xi$ containing $\exists P$ for some role $P$, then there must be a type $\tau'$ in $\Xi$ containing $\exists P^\ominus$. Note that $\tau$ and $\tau'$ are not necessarily different. Condition (2) says that the types induced by individuals must all belong to $\Xi$. This ensures the interpretation of membership.
in the ABox to be consistent with the terminological constraints in the TBox. Conditions (1) and (2) address the problems shown in Example 3.9 (1) and (2), respectively. A featured interpretation is not a first-order interpretation and is independent from the domain, which has two advantages: first, finite featured models exist for TBoxes that have no finite DL/first-order models (as in Example 2.1); and secondly, as we will see later, it is more convenient to define distance between featured models when unnamed individuals in the domain are disregarded.

From the definition, we can see that a featured interpretation is a finite structure, and the number of all featured interpretations is also finite. This is mainly due to the fact that we only consider finite signatures. Given a finite signature $\mathcal{S}$, the number of basic concepts over $\mathcal{S}$ is finite. Consider the first part $\Xi$ of an $\mathcal{S}$-featured interpretation, $\Xi$ is a subset of the power set of $\mathcal{B}_\mathcal{S}$. Thus, $\Xi$ is always finite, and the number of all possible $\Xi$ is also finite. Consider the second part $\mathcal{H}$, it is finite because (1) the number of individuals in $\mathcal{S}$ is finite; (2) for each named individual $a$, the type of $a$, $\tau^\mathcal{H}(a)$ is finite; and (3) the number of role membership assertions for individuals is finite. Moreover, there are also only a finite number of possible Herbrand sets.

In what follows, we show a connection between (possibly infinite) DL interpretations and (finite) featured interpretations. First, each interpretation $\mathcal{I}$ uniquely induces an $\mathcal{S}$-featured interpretation $\mathcal{F}_\mathcal{I} = \langle \Xi, \mathcal{H} \rangle$ defined as follows:

$$\Xi_\mathcal{I} = \{ \tau^\mathcal{I}(d) \mid d \in \Delta^\mathcal{I} \} \text{ and } \mathcal{H}_\mathcal{I} = \{ B(a) \mid a \in \mathcal{S}_I, B \in \mathcal{B}_\mathcal{S}, a^\mathcal{I} \in B^\mathcal{I} \} \cup \{ P(a, b) \mid a, b \in \mathcal{S}_I, P \in \mathcal{S}_R, \text{ and } (a^\mathcal{I}, b^\mathcal{I}) \in P^\mathcal{I} \}.$$

$\mathcal{F}_\mathcal{I}$ is referred to as the featured interpretation induced by $\mathcal{I}$.
Example 3.11. Take \( S = \text{sig}(K) = \{A, B, P, 1, 2, a, b\} \). A (finite) featured interpretation induced by \( \mathcal{I} \) is \( \mathcal{F}_\mathcal{I} = (\Xi, \mathcal{H}_\mathcal{I}) \), where \( \Xi_\mathcal{I} = \{\tau_1, \tau_2\} \) with \( \tau_1 = \{A, \exists P\} \) and \( \tau_2 = \{B, \exists P, \exists P^+\} \), and \( \mathcal{H}_\mathcal{I} = \{A(a), \exists P(a), B(b), \exists P(b), \exists P^-(b), P(a, b)\} \). The model \( \mathcal{I} \) and the featured interpretation \( \mathcal{F}_\mathcal{I} \) can be visualised in Figure 2. Note that the elements of the domain \( \Delta^2 \) are grouped into two classes by types. In particular, \( a \) induces type \( \tau_1 \), and \( b \) and all the \( d_i \)’s \( (i \geq 1) \) induce type \( \tau_2 \). Also, Herbrand set \( \mathcal{H}_\mathcal{I} \) contains only membership assertions about individuals \( a \) and \( b \).

Each interpretation uniquely induces a featured interpretation. But in general, a featured interpretation can be induced by different interpretations.

Example 3.12. Let \( S = \{a, A, P, 1\} \), and \( \mathcal{I}_1 \) and \( \mathcal{I}_2 \) be two interpretations, where \( \Delta^2_1 = \Delta^2_2 = \{d_a, d_1, d_2\} \), \( a^1 = a^2 = d_a \), and

\[
A^1_1 = \{d_a\}, \quad P^1_1 = \{(d_a, d_1), (d_1, d_a), (d_1, d_2), (d_2, d_2)\}
\]

\[
A^2_2 = \{d_a, d_1\}, \quad P^2_2 = \{(d_a, d_1), (d_1, d_2), (d_2, d_2)\}
\]

Suppose \( \tau_1 = \{A, \exists P, \exists P^+\} \) and \( \tau_2 = \{\exists P, \exists P^-\} \). Then in \( \mathcal{I}_1 \), \( d_1 \) induces \( \tau_1 \), \( d_1 \) and \( d_2 \) induce \( \tau_2 \), while in \( \mathcal{I}_2 \), \( d_a \) and \( d_1 \) induce \( \tau_1 \), and \( d_2 \) induces \( \tau_2 \). Both \( \mathcal{I}_1 \) and \( \mathcal{I}_2 \) induce the same featured interpretation \( \{(\tau_1, \tau_2), \{A(a), \exists P(a), \exists P^- (a)\}\} \).

The next result shows that each featured interpretation is induced by an interpretation. The proof of the result is quite involved where we show a construction of classical DL models by unravelling the featured interpretations.

**Proposition 3.13.** Given a featured interpretation \( \mathcal{F} \), there always exists an interpretation \( \mathcal{I} \) such that \( \mathcal{F}_\mathcal{I} = \mathcal{F} \).

### 3.4. Entailment via Featured Interpretations

Like the classical concept of satisfaction, a satisfaction relation in terms of featured interpretations can also be defined, which naturally extends the satisfaction relations for types and Herbrand sets.

**Definition 3.14.** Given a featured interpretation \( \mathcal{F} = (\Xi, \mathcal{H}) \), then

- \( \mathcal{F} \) satisfies a concept \( C \) if there is a type in \( \Xi \) satisfying \( C \).
- \( \mathcal{F} \) satisfies a concept inclusion \( C \sqsubseteq D \) if each type \( \tau \in \Xi \) satisfies \( C \sqsubseteq D \).
- \( \mathcal{F} \) satisfies an assertion \( C(a) \) or \( S(a, b) \) if \( \mathcal{H} \) satisfies it.
- \( \mathcal{F} \) is a featured model of a KB \( K \) if \( \mathcal{F} \) satisfies every concept inclusion and every membership assertion in \( K \). \( \text{FM}(K) \) is the set of featured models of \( K \).

As shown earlier, there is a close correspondence between DL interpretations and featured interpretations. Moreover, we want to show that, given a KB \( K \), such a correspondence also exists between the models of \( K \) and the featured models of \( K \). In particular, we show that the featured models of a KB are exactly those featured interpretations induced by the DL models of \( K \). The following properties of the satisfaction relation for featured interpretations show that the concept of featured interpretations intuitively characterizes consequence entailment relations for DL-Lite.

**Proposition 3.15.** Given an interpretation \( \mathcal{I} \), it holds that

1. \( \mathcal{I} \) satisfies \( C \sqsubseteq D \) iff \( \mathcal{F}_\mathcal{I} \) satisfies \( C \sqsubseteq D \) over \( S \);
2. \( \mathcal{I} \) satisfies \( C(a) \) iff \( \mathcal{F}_\mathcal{I} \) satisfies \( C(a) \) over \( S \);
3. \( \mathcal{I} \) satisfies \( S(a, b) \) iff \( \mathcal{F}_\mathcal{I} \) satisfies \( S(a, b) \) over \( S \).

**Proof** Let \( \mathcal{F}_\mathcal{I} = (\Xi, \mathcal{H}) \).

1. \( \mathcal{I} \) satisfies \( C_1 \sqsubseteq C_2 \) iff \( \mathcal{F}_\mathcal{I} \) satisfies \( \top \sqsubseteq \neg C_1 \cup C_2 \), iff for each \( d \in \Delta^\mathcal{I} \), \( d \in (\neg C_1 \cup C_2)^\mathcal{I} \), iff for each \( d \in \Delta^\mathcal{I} \), \( \tau^\mathcal{I} (d) \) satisfies \( \neg C_1 \cup C_2 \) (Lemma 3.4). That is, for each \( \tau \in \Xi \), \( \tau \) satisfies \( \neg C_1 \cup C_2 \) iff \( \mathcal{F}_\mathcal{I} \) satisfies \( C_1 \sqsubseteq C_2 \).
(2). \( \mathcal{I} \) satisfies \( C(a) \) iff \( a^\mathcal{I} \in C^\mathcal{I} \), iff \( \tau(a^\mathcal{I}, \mathcal{I}) \) satisfies concept \( C \) (Lemma 3.4). That is, as \( \tau(a^\mathcal{I}, \mathcal{I}) = \tau^\mathcal{N}(a), \tau^\mathcal{N}(a) \) satisfies \( C \) iff \( \mathcal{F}_\mathcal{Z} \) satisfies \( C(a) \).

(3) This can be seen directly from the construction of \( \mathcal{F}_\mathcal{Z} \).

It is easy to see that Proposition 3.15 has the following corollary.

**Corollary 3.16.** For a KB \( \mathcal{K} \) and an interpretation \( \mathcal{I} \), \( \mathcal{I} \) is a model of \( \mathcal{K} \) iff \( \mathcal{F}_\mathcal{Z} \) is a featured model of \( \mathcal{K} \).

By Proposition 3.15 and Corollary 3.16, the correspondence between the featured models of a KB \( \mathcal{K} \) and the classical models of \( \mathcal{K} \) is stated as follows.

**Proposition 3.17.** For a KB \( \mathcal{K} \), \( \text{FM}(\mathcal{K}) = \{ \mathcal{F}_\mathcal{Z} \mid \mathcal{I} \in \text{mod}(\mathcal{K}) \} \) and \( \text{mod}(\mathcal{K}) = \{ \mathcal{I} \mid \mathcal{F}_\mathcal{Z} \in \text{FM}(\mathcal{K}) \} \).

**Proof** For each \( \mathcal{F} \in \text{FM}(\mathcal{K}) \), from Proposition 3.15 there is an interpretation \( \mathcal{I} \) such that \( \mathcal{F}_\mathcal{Z} = \mathcal{F} \). By Corollary 3.16, \( \mathcal{I} \in \text{mod}(\mathcal{K}) \). That is, \( \mathcal{F} \in \{ \mathcal{F}_\mathcal{Z} \mid \mathcal{I} \in \text{mod}(\mathcal{K}) \} \). Conversely, for each \( \mathcal{F} \in \{ \mathcal{F}_\mathcal{Z} \mid \mathcal{I} \in \text{mod}(\mathcal{K}) \} \), from Corollary 3.16, \( \mathcal{F} \in \text{FM}(\mathcal{K}) \).

For each \( \mathcal{I} \in \text{mod}(\mathcal{K}) \), by Corollary 3.16, \( \mathcal{F}_\mathcal{Z} \in \text{FM}(\mathcal{K}) \). Conversely, for each \( \mathcal{I} \) such that \( \mathcal{F}_\mathcal{Z} \in \text{FM}(\mathcal{K}) \), from Corollary 3.16, \( \mathcal{I} \in \text{mod}(\mathcal{K}) \).

The following result shows that featured models also behave like classical models under union of KBs. This result is useful in the proofs.

**Proposition 3.18.** Let \( \mathcal{K}_1 \) and \( \mathcal{K}_2 \) be two KBs. Then, \( \text{FM}(\mathcal{K}_1 \cup K_2) = \text{FM}(\mathcal{K}_1) \cap \text{FM}(\mathcal{K}_2) \).

**Proof** For a featured model \( \mathcal{F} \in \text{FM}(\mathcal{K}_1 \cup \mathcal{K}_2) \), by Proposition 3.17, there is a model \( \mathcal{I} \) of \( \mathcal{K}_1 \cup \mathcal{K}_2 \) that induces \( \mathcal{F} \). Clearly, \( \mathcal{I} \in \text{mod}(\mathcal{K}_1) \) and \( \mathcal{I} \in \text{mod}(\mathcal{K}_2) \). From Proposition 3.17, \( \mathcal{F} \in \text{FM}(\mathcal{K}_1) \) and \( \mathcal{F} \in \text{FM}(\mathcal{K}_2) \).

Conversely, for a featured model \( \mathcal{F} \) such that \( \mathcal{F} \in \text{FM}(\mathcal{K}_1) \cap \text{FM}(\mathcal{K}_2) \), by Proposition 3.13, there is a model \( \mathcal{I} \) inducing \( \mathcal{F} \). From Proposition 3.17, \( \mathcal{I} \) is a model of both \( \mathcal{K}_1 \) and \( \mathcal{K}_2 \). That is, \( \mathcal{I} \in \text{mod}(\mathcal{K}_1 \cup \mathcal{K}_2) \). Thus, by Proposition 3.17, \( \mathcal{F} \in \text{FM}(\mathcal{K}_1 \cup \mathcal{K}_2) \).

The entailment relation determined by featured models can also be defined in a standard way.

**Definition 3.19.** Given a KB \( \mathcal{K} \) and a concept inclusion or an assertion \( \alpha \), \( \mathcal{K} \models \alpha \) if all featured models in \( \text{FM}(\mathcal{K}) \) satisfy \( \alpha \).

Given two KBs \( \mathcal{K}_1 \) and \( \mathcal{K}_2 \), \( \mathcal{K}_1 \models \alpha \) if \( \mathcal{K}_1 \subseteq \text{FM}(\mathcal{K}_2) \), and \( \mathcal{K}_1 \equiv \mathcal{K}_2 \) if \( \mathcal{K}_1 \equiv \mathcal{K}_2 \).

By Propositions 3.15 and 3.17, the entailment for KBs determined by featured models coincides with classical entailment.

**Theorem 3.20.** For a KB \( \mathcal{K} \) with \( \text{sig}(\mathcal{K}) \subseteq \mathcal{S} \),

- \( \mathcal{K} \) is consistent iff \( \mathcal{K} \) has a featured model;
- \( \mathcal{K} \models C \subseteq D \) iff \( \mathcal{K} \models \tau(C, D) \) for each pair of concepts \( C, D \) over \( \mathcal{S} \);
- \( \mathcal{K} \models C(a) \) iff \( \mathcal{K} \models \tau(C(a)) \) for each assertion \( C(a) \) over \( \mathcal{S} \); and
- \( \mathcal{K} \models S(a, b) \) iff \( \mathcal{K} \models \tau(S(a, b)) \) for each assertion \( S(a, b) \) over \( \mathcal{S} \).

**Proof** The theorem follows directly from Propositions 3.15 and 3.17.

From the above theorem, the following result is immediate.

**Theorem 3.21.** For two KBs \( \mathcal{K}_1, \mathcal{K}_2 \),

- \( \mathcal{K}_1 \models \mathcal{K}_2 \) iff \( \mathcal{K}_1 \models \tau(\mathcal{K}_2) \),
- \( \mathcal{K}_1 \equiv \mathcal{K}_2 \) iff \( \mathcal{K}_1 \equiv \tau(\mathcal{K}_2) \).

**Proof** This is a direct conclusion from Theorem 3.20.
The above results further justify the rationality of using featured models as an alternative semantic characterization for DL-Lite. Moreover, the advantage of featured models over classical models for DL-Lite is that the number of featured models of a given KB is always finite, and each featured model is also finite in structure.

We note that while the notion of the featured interpretations is defined only for DL-Lite, it can be generalized to more expressive DLs. Moreover, several important properties of featured interpretations for DL-Lite still hold for expressive DLs:

— The definition of featured interpretations (Definition 3.10), as an approximation of classical DL interpretations, is applicable to any DL. The induction relation between a DL interpretation and a featured interpretation remains the same, and Proposition 3.19 holds for any DL.

— The satisfaction relation in terms of featured interpretations (i.e., the first three items in Definition 3.14) for more expressive DLs can be defined as follows: \( F \) satisfies a concept \( C \) if and only if there is an interpretation inducing \( F \) that satisfies \( C \); and \( F \) satisfies a concept inclusion or assertion \( \alpha \) if and only if every interpretation inducing \( F \) satisfies \( \alpha \). For a KB \( K \), the featured models of \( K \) (the fourth item in Definition 3.14) can be defined as the featured interpretations induced by the models of \( K \) (as the first half of Proposition 3.17). The entailment and equivalence relations remain the same as in Definition 3.19.

— Using the above definitions, the first item of Theorem 3.20 holds in general. Proposition 3.15 and Theorem 3.20 still hold for all DL-Lite\( _{\text{bool}} \) concept inclusions and assertions. For more expressive concept inclusions and assertions, the “if” directions of Proposition 3.15 and the “only if” direction of Theorem 3.20 hold. The “if” directions of Theorem 3.21 hold.

It would be useful to explore properties of featured interpretations and related techniques that hold for a class of DLs instead of a single DL. This issue will be left for future work.

### 3.5. Expressibility of Featured Interpretations

Before using featured interpretations to define KB change operators in DL-Lite, we need to consider another important question: Does any given set of featured interpretations always correspond to a DL-Lite KB? Formally, a set \( F \) of featured interpretations is axiomatizable in DL-Lite\( _{\text{bool}} \) if there exists a DL-Lite\( _{\text{bool}} \) KB \( K \) such that \( FM(K) = F \). The following example shows that not every set of featured interpretations is axiomatizable in DL-Lite\( _{\text{bool}} \).

**Example 3.22.** We show a set of featured interpretations \( \{ F_1, F_2 \} \) that is not axiomatizable in DL-Lite\( _{\text{bool}} \). By Definition 3.14, \( C \subseteq D \) is satisfied by both \( F_1 \) and \( F_2 \). Thus, \( C \subseteq D \) is satisfied by both \( \tau_1 \) and \( \tau_2 \). This implies that \( C \subseteq D \) is satisfied by \( F \). For each membership assertion \( \alpha \) in \( K \), \( \alpha \) can only be one of the four possible forms: \( C(a), D(b), R(a, b) \) and \( \neg R(a, b) \). We only show that if \( \alpha = C(a) \) then \( \alpha \) is satisfied by \( F \), and the other three cases are similar. In fact, by Definition 3.14, \( C(a) \) is satisfied by \( \tau^{\mathcal{H}}_1(a) \), and hence, \( C(a) \) is satisfied by \( \tau^{\mathcal{H}}(a) = \tau^{\mathcal{H}}_1(a) \). Thus, \( C(a) \) is satisfied by \( F \).

Although a set of featured interpretations may not be axiomatizable, there is a simple characterisation for the axiomatizability of featured interpretations, which is based on a closure operator of constructing featured interpretations as shown below. Recall that for any Herbrand set \( \mathcal{H} \), \( CA(a, \mathcal{H}) \) is the set of concept assertions containing individual \( a \) in \( \mathcal{H} \) and \( RA(\mathcal{H}) \) is the set of role assertions in \( \mathcal{H} \). Given a set of featured interpretations \( F = \{ \langle \Xi_i, \mathcal{H}_i \rangle \mid 1 \leq i \leq n \} \), define \( \bigoplus F \) to
be the set of all possible featured interpretations \( \langle \Xi, \mathcal{H} \rangle \) that satisfy the following three conditions:
(1) \( \Xi \subseteq \bigcup_{1 \leq i \leq n} \Xi_i \); (2) for each \( a \in \mathcal{S}_i \), \( CA(a, \mathcal{H}_i) = CA(a, \mathcal{H}_i) \) for some \( i \) with \( 1 \leq i \leq n \); and (3) \( \cap_{1 \leq i \leq n} RA(\mathcal{H}_i) \subseteq RA(\mathcal{H}) \subseteq \bigcup_{1 \leq i \leq n} RA(\mathcal{H}_i) \). Intuitively, the \( \uplus \) operator ensures that for any DL-Lite\(^{\mathcal{N}}\)\(_{\text{bool}}\) KB \( \mathcal{K} \), if all the featured interpretations in \( \mathcal{F} \) satisfy \( \mathcal{K} \) then all the featured interpretations satisfying \( \mathcal{K} \) is contained in \( \uplus \mathcal{F} \).

Example 3.23 (Cont. Example 3.22). For each featured interpretation \( \langle \mathcal{F}, \mathcal{I} \rangle \) in \( \biguplus \{ \mathcal{F}_1, \mathcal{F}_2 \} \), by Definition 3.10 and Condition (1) of the \( \uplus \) operator, \( \Xi \) is non-empty and \( \Xi \subseteq \{ \tau_1, \tau_2 \} \). Also, by Condition (2) of the \( \uplus \) operator, \( \mathcal{H} \) must be one of the four Herbrand sets \( \{ A(a), A(b) \}, \{ B(a), B(b) \}, \{ A(a), B(b) \}, \{ B(a), A(b) \} \). That is, \( \biguplus \{ \mathcal{F}_1, \mathcal{F}_2 \} = \{ \mathcal{F}_1 \mid 1 \leq i \leq 6 \} \) where \( \mathcal{F}_1 \) and \( \mathcal{F}_2 \) are defined as before, and
\[
\mathcal{F}_1 = \{ \{ \tau_1, \tau_2 \}, \{ A(a), A(b) \} \}, \quad \mathcal{F}_4 = \{ \{ \tau_1, \tau_2 \}, \{ B(a), B(b) \} \}, \\
\mathcal{F}_5 = \{ \{ \tau_1, \tau_2 \}, \{ A(a), B(b) \} \}, \quad \mathcal{F}_6 = \{ \{ \tau_1, \tau_2 \}, \{ B(a), A(b) \} \}.
\]
We say a set \( \mathcal{F} \) of featured interpretations is closed under \( \uplus \) if \( \uplus \mathcal{F} = \mathcal{F} \). It is easy to see that for any DL-Lite\(^{\mathcal{N}}\)\(_{\text{bool}}\) KB \( \mathcal{K} \), \( \text{FM}(\mathcal{K}) \) is closed under \( \uplus \). And being closed under \( \uplus \) is a sufficient and necessary condition for \( \mathcal{F} \) to be axiomatizable in DL-Lite\(^{\mathcal{N}}\)\(_{\text{bool}}\).

**Proposition 3.24.** For a set \( \mathcal{F} \) of featured interpretations, \( \mathcal{F} \) is axiomatizable in DL-Lite\(^{\mathcal{N}}\)\(_{\text{bool}}\) iff \( \mathcal{F} \) is closed under \( \uplus \).

In what follows, we slightly extend the DL-Lite language under consideration to be able to axiomatize any set of featured interpretations (not necessarily closed under \( \uplus \)), which includes (1) allowing disjunction of KBs and (2) using auxiliary roles to express that a concept is non-empty. Formally, a concept \( C \) is non-empty in a KB \( \mathcal{K} \) if \( C^\Omega \neq \emptyset \) for each DL model \( \Omega \) of \( \mathcal{K} \), or equivalently (by Propositions 3.15 and 3.17), if \( C \) is satisfied by each featured model \( \mathcal{F} \) of \( \mathcal{K} \). Note that non-emptiness is different from satisfiability as the latter requires one (featured) model to satisfy the concept.

A *disjunctive knowledge base* (DKB) \([\text{Meyer et al., 2005}] [\text{Liu et al., 2011}]\) is a set \( \mathcal{K} \) of KBs, defined in a way that \( \text{mod}(\mathcal{K}) = \bigcup_{\mathcal{K} \in \mathcal{K}} \text{mod}(\mathcal{K}) \). The concepts of consistency, coherence, logical entailment and equivalence of a single KB can be generalized to DKBs in a natural way. For a DKB \( \mathcal{K} \), \( \text{FM}(\mathcal{K}) = \bigcup_{\mathcal{K} \in \mathcal{K}} \text{FM}(\mathcal{K}) \) is the set of featured models of \( \mathcal{K} \). Clearly, \( \text{FM}(\mathcal{K}) = \{ \mathcal{F}_\Omega \mid \Omega \in \text{mod}(\mathcal{K}) \} \) holds. Also, similar as the case of KB union, \( \text{FM}(\mathcal{K}) = \text{FM}(\mathcal{K}_1) \cup \text{FM}(\mathcal{K}_2) \) for \( \mathcal{K} = \{ \mathcal{K}_1, \mathcal{K}_2 \} \). We say set \( \mathcal{F} \) of featured interpretations to be DKB-axiomatizable in DL-Lite\(^{\mathcal{N}}\)\(_{\text{bool}}\) if there exists a DL-Lite\(^{\mathcal{N}}\)\(_{\text{bool}}\) DKB \( \mathcal{K} \) such that \( \text{FM}(\mathcal{K}) = \mathcal{F} \).

To construct a DKB that axiomatizes \( \mathcal{F} \), one additional issue is how to express in DL-Lite\(^{\mathcal{N}}\)\(_{\text{bool}}\) that a concept is non-empty (see the proof of Proposition 3.26 for details). This can be achieved by using auxiliary roles: To express that concept \( D \) is non-empty whenever concept \( C \) is non-empty, one can use two DL-Lite\(^{\mathcal{N}}\)\(_{\text{bool}}\) TBox axioms \( C \subseteq \exists U \) and \( \exists U_\mathcal{F} \subseteq D \), where \( U \) is an auxiliary role name not in \( \mathcal{F} \). While this does not require us to extend the DL-Lite\(^{\mathcal{N}}\)\(_{\text{bool}}\) language, a subtle issue needs to be addressed. Note that a DKB \( \mathcal{K} \) containing these two axioms may have additional logical consequences about \( U \) (i.e., \( C \subseteq \exists U \) and \( \exists U_\mathcal{F} \subseteq D \)) that may not follow from \( \mathcal{F} \), and thus the featured models of \( \mathcal{K} \) may not be exactly \( \mathcal{F} \). However, the featured models of \( \mathcal{K} \) would agree with \( \mathcal{F} \) if \( U \) is disregarded. We present this formally as follows.

We consider two signatures \( \mathcal{S} \) and \( \mathcal{S}' \), where \( \mathcal{S} \) is the signature for \( \mathcal{F} \) (i.e., \( \mathcal{F} \) is a set of \( \mathcal{S} \)-featured interpretations) and \( \mathcal{S}' \) extends \( \mathcal{S} \) with some role names \( U_1, \ldots, U_{n\mathcal{F}} \). For an \( S \)-type \( \tau \), an \( S' \)-type \( \tau' \) is an \( S' \)-extension of \( \tau \) if \( \tau' \subseteq \tau' \) and \( \tau' \setminus \tau' \) is empty or contains only basic concepts of the forms \( \geq k U \) and \( \geq k U_\mathcal{F} \) with \( k \in \mathcal{S}_N \). For a satisfied \( \Xi \) of \( \mathcal{S} \)-types, an \( S' \)-extension \( \Xi' \) of \( \Xi \) consists of some \( S' \)-extensions of the types in \( \Xi \) and at least one \( S' \)-extension for each type in \( \Xi \). Similarly, for an \( S \)-Herbrand set \( \mathcal{H} \), an \( S' \)-Herbrand set \( \mathcal{H}' \) is an \( S' \)-extension of \( \mathcal{H} \) if \( \mathcal{H} \subseteq \mathcal{H}' \) and

\[^3\text{The number of auxiliary roles is decided by \( \mathcal{F} \), see the proof of Proposition 3.26.}\]
\( S \) is empty or contains only assertions of the forms \( \geq k U(a), \geq k U^-(a) \) and \( U(a, b) \), where \( k \in S_N \) and \( U \in S' \setminus S \). For an \( S \)-featured interpretation \( \mathcal{F} = (\Xi, \mathcal{H}) \), an \( S' \)-extension of \( \mathcal{F} \) is an \( S' \)-featured interpretation \( (\Xi', \mathcal{H}') \), where \( \Xi' \) and \( \mathcal{H}' \) are \( S' \)-extensions of \( \Xi \) and \( \mathcal{H} \), respectively. From the definition of featured interpretations, such an \( S' \)-extension always exists.

For a DL-Lite\( N \) KB \( K \) over \( S' \) and an \( S \)-featured interpretation \( \mathcal{F} \), we say \( \mathcal{F} \) is an \( S \)-featured model of \( K \) if an \( S' \)-extension of \( \mathcal{F} \) satisfies \( K \). The following lemma shows that the \( S \)-featured models of \( K \) faithfully characterise the semantics of \( K \) over \( S' \).

**Lemma 3.25.** For a KB \( K \) over \( S \) and a KB \( K' \) over \( S' \) such that \( K' \setminus K = \{ C_U \subseteq \exists U, \exists U^- \subseteq D_U \mid U \in S' \setminus S \} \) where each \( C_U \) and each \( D_U \) are over \( S \), an \( S \)-featured interpretation \( \mathcal{F} \) is an \( S \)-featured model of \( K' \) iff (1) \( \mathcal{F} \) is an \( S \)-featured model of \( K \) and (2) \( \mathcal{F} \) satisfies concept \( D_U \) whenever it satisfies \( C_U \) for each \( U \in S' \setminus S \).

For a KB \( K \) over \( S' \), we are mainly interested in its \( S \)-featured models, and will use \( \text{FM}(K) \) to denote the set of \( S \)-featured models of \( K \). The \( S \)-featured models of DKBs and DKB-axiatizability are defined accordingly. We have the following expressibility result for an arbitrary set of featured interpretations.

**Proposition 3.26.** A set \( \mathcal{F} \) of featured interpretations is always DKB-axiatizable in DL-Lite\( N \)-bool.

When there exists no single DL-Lite\( N \) bool KB over \( S' \) that axiomatizes the given set \( \mathcal{F} \) of featured interpretations, we can use a DL-Lite\( N \) bool KB over \( S' \) to approximate \( \mathcal{F} \). As the MA of a set of interpretations, a maximal approximation (MA) of a set \( \mathcal{F} \) of featured interpretations over \( S' \) in DL-Lite\( N \) bool is a DL-Lite\( N \) bool KB \( K \) such that: (1) \( \text{sig}(K) \subseteq S' \) and \( \mathcal{F} \subseteq \text{FM}(K) \), and (2) there exists no DL-Lite\( N \) bool KB \( K' \) satisfying (1) and \( \text{FM}(K') \subseteq \text{FM}(K) \). For a set \( \mathcal{F} \) of featured interpretations, the MA of \( \mathcal{F} \) is unique up to KB equivalence. This can be seen as follows: Suppose both \( K \) and \( K' \) are MAs of \( \mathcal{F} \), then by Proposition [3.18] \( K \cup K' \) is a MA of \( \mathcal{F} \), which implies that \( K \equiv K' \). Moreover, as a direct conclusion from Proposition [3.24], the following corollary holds.

**Corollary 3.27.** Let \( \mathcal{F} \) be the MA of \( \mathcal{F} \) in DL-Lite\( N \) bool. Then, \( \text{FM}(K) = \bigoplus \mathcal{F} \).

**Lemma 3.28.** Given a set \( \mathcal{M} \) of interpretations and a signature \( S \), let \( \mathcal{F} = \{ F_I \mid I \in \mathcal{M} \} \). The MA of \( \mathcal{F} \) in DL-Lite\( N \) bool is exactly the MA of \( \mathcal{M} \) over \( S' \) in DL-Lite\( N \) bool.

In the next section, we will introduce two definitions of distance between featured interpretations. Once a notion of distances between featured interpretations is provided, we can easily define an operator of DL-Lite revision.

## 4. TWO REVISION OPERATORS

In this section, based on the semantic characterisation introduced previously, we will define two different operators for ontology revision and investigate their properties including AGM postulates. Especially, the rationality of our revision operators is justified by AGM postulates. An application of our revision operators is demonstrated through a practical example of ontology revision adapted from NCI Thesaurus.

Ontology revision is the task of revising an existing ontology (i.e., a DL KB) \( K \) by a set of new TBox and ABox axioms (i.e., a new KB \( K' \)). Usually, \( K' \) is considered to be more up-to-date and more accurate than \( K \). As a result, \( K' \) is fully preserved during the revision, and if there is any inconsistency, \( K \) can be modified. As the initial knowledge \( K \) is also of great value, the revision should make as little change to \( K \) as possible. This criteria is well known as the principle of minimal change in belief revision and ontology revision, and it has been formulated in several different ways. Classical model-based revision approaches achieve minimal change by measuring distances between propositional models, where a propositional model is a set of atoms. As explained before, ontology revision is more challenging than classical belief revision in that we need to handle (essentially) first order KBs instead of propositional ones.
We define our revision operators by adapting a classical model-based revision approach but using the syntactic structure of featured models instead of DL models. Several different notions of distance have been proposed in classical belief revision. Among them, Dalal’s distance [Dalal 1988] and Satoh’s distances [Satoh 1988] are the two most prevailing ones. Further details of such revision operators can be found in [Katsuno and Mendelzon 1991][Eiter and Gottlob 1992]. Informally, both Dalal’s and Satoh’s distances aim to characterise the difference of atoms in two propositional models. However, these two distances differ in that Dalal defines the distance to be the cardinality of the symmetric difference of two propositional models, whereas Satoh defines the distance to be exactly the symmetric difference set. Thus, Satoh’s distance is more fine-grained. In practical ontology applications, it is highly relevant to know which predicates/atoms are interpreted differently in two models, instead of simply their numbers. Hence, we adopt Satoh’s notion of distance in our approach, while we remark that our results can be mathematically adapted to Dalal’s distance.

We propose two notions of distance between featured models, in the same spirit of Satoh’s. The first distance is defined as the set of concepts and roles interpreted differently in the two featured models, and the second distance is based on a generalized notion of symmetric difference. We show that the first distance reflects differences on predicate level between classical DL interpretations, while the second distance is more fine-grained and reveals more subtle differences. Based on these two distances, we define two specific revision operators for DL-Lite KBs in an analogous way to Satoh’s, in a model-theoretical manner using featured models and distances.

4.1. Predicate Difference and P-Revision

Predicates, i.e., concept names and role names, are the basic elements in the definition of a classical DL interpretation, and hence the authors of [Qi and Du 2009] define a distance between two DL interpretations as a set of predicates on which the two interpretations disagree. Our first notion of DL interpretation, and hence the authors of [Qi and Du 2009] define a distance between two DL

To define the distance between two featured interpretations, we are interested in the minimal sets of predicates (concepts and roles) that are interpreted differently by these two featured interpretations. Let \( F_1 \) and \( F_2 \) be two featured interpretations, and define the distance between these two interpretations as follows. Let

\[
\text{dist}(F_1, F_2) = \{ \text{predicates} \mid (\exists A, B, C) \}.
\]

For example, given types \( \tau_1 = \{ A \}, \tau_2 = \{ A, B, C \}, \tau_3 = \{ A, B \}, \tau_4 = \{ A, C \} \), and featured models \( F_1 = \{ (\tau_1, \tau_2), (A(a)) \}, F_2 = \{ (\tau_3, \tau_4), (A(a), B(a)) \} \), then \( F_1 \sim (A) F_2 \) and \( F_1 \sim (A, C) F_2 \).

To define the distance between two featured interpretations, we are interested in the minimal sets of predicates (concepts and roles) that are interpreted differently by these two featured interpretations.

Note that there can be more than one such minimal sets. For example, let \( F_3 = \{ (\tau_1, \tau_3, \tau_4), (A(a)) \} \), where \( \tau_1, \tau_2, \tau_3 \) and \( F_1 \) are as above, then \( F_1 \sim (A, B) F_3 \) and \( F_1 \sim (A, C) F_3 \). That is, the minimal sets on which \( F_1 \) and \( F_3 \) disagree are \( \{ C \} \) and \( \{ B \} \). For two featured interpretations \( F_1 \) and \( F_2 \) over \( S \), we define the P-distance between \( F_1 \) and \( F_2 \), denoted \( d_P(F_1, F_2) \), to be the set of all minimal sets \( \Sigma \) such that \( F_1 \sim \Sigma F_2 \) where \( \Sigma = \Sigma_S \setminus \Sigma \). In the above example, \( d_P(F_1, F_2) = \{ \{ B \} \} \) and \( d_P(F_1, F_3) = \{ \{ B \}, \{ C \} \} \).
For two KBs $K_1, K_2$ and $S = \text{sig}(K_1 \cup K_2)$, $\text{MD}_P(K_1, K_2)$ consists of all minimal sets $\Sigma$ occurring in the $P$-distances between the featured models of $K_1$ and $K_2$:

$$\text{MD}_P(K_1, K_2) = \min \left\{ \bigcup_{\mathcal{F}_1 \in \text{FM}(K_1), \mathcal{F}_2 \in \text{FM}(K_2)} d_P(\mathcal{F}_1, \mathcal{F}_2) \right\}.$$ 

Intuitively, $\text{MD}_P(K_1, K_2)$ collects all the minimal sets of predicates that are interpreted differently between the featured models of $K_1$ and $K_2$. For a pair of featured models $\mathcal{F}_1$ and $\mathcal{F}_2$ of $K_1$ and $K_2$, respectively, we say the $P$-distance between $\mathcal{F}_1$ and $\mathcal{F}_2$ is minimal between $K_1$ and $K_2$ if it contains some $\Sigma \in \text{MD}_P(K_1, K_2)$. When $K_1$ and $K_2$ are clear from the context, we will also say the $P$-distance is minimal.

To define a revision operator $K\circ K'$ in analogy to classical model-based revision, it amounts to specify the set of featured models of $K'$ that is closest to $K$ with respect to $P$-distances. We say a featured model $\mathcal{F}'$ of $K'$ is $P$-closest to KB $K$ if there exists a featured model $\mathcal{F}$ of $K$ such that the $P$-distance between $\mathcal{F}$ and $\mathcal{F}'$ is minimal between $K$ and $K'$.

Now we are ready to present our first revision operator.

**Definition 4.1 ($P$-Revision).** Let $K, K'$ be two KBs and $S = \text{sig}(K \cup K')$. The predicate difference-based revision ($P$-revision) of $K$ by $K'$ is a DKB $K \circ_P K'$, such that $\text{FM}(K \circ_P K') = \text{FM}(K')$ if $\text{FM}(K) = \emptyset$, and otherwise, $\text{FM}(K \circ_P K')$ is the set of all featured models in $\text{FM}(K')$ that are $P$-closest to $K$.

$P$-revision is well defined as $\text{FM}(K \circ_P K')$ is always DKB-axiomatizable in $\text{DL-Lite}^N_{\text{bool}}$ by Proposition 3.26.

**Example 4.2.** Consider the following KB,

$$K = \{ \{ \text{PhDStudent} \sqsubseteq \text{Student}, \text{Student} \sqsubseteq \neg \exists \text{hasStaffID}, \\
\exists \text{hasStaffID}^\bot \sqsubseteq \text{ID}, \text{Student} \sqcap \text{ID} \sqsubseteq \bot \}, \{ \text{PhDStudent}(\text{John}) \} \}.$$ 

The TBox of $K$ specifies that PhD students are students, and students are not allowed to have staff IDs, while the ABox states that John is a PhD student. Suppose PhD students do have staff IDs, and John has staff ID 50664. We want to revise $K$ with $K' = \{ \{ \text{PhDStudent} \sqsubseteq \exists \text{hasStaffID} \}, \{ \text{hasStaffID}(\text{John}, 5064) \} \}$.

Take $\mathcal{F} = \{ \{ \tau_1, \tau_2 \}, \{ \text{PhDStudent}(\text{John}), \text{Student}(\text{John}) \} \}$ and $\mathcal{F}' = \{ \{ \tau_3, \tau_4 \}, \{ \text{PhDStudent}(\text{John}), \text{Student}(\text{John}), \text{hasStaffID}(\text{John}, 5064), \}
\exists \text{hasStaffID}(\text{John}), \exists \text{hasStaffID}^\bot(5064) \}$

where $\tau_1 = \{ \text{PhDStudent}, \text{Student} \}$, $\tau_2 = \emptyset$, $\tau_3 = \{ \text{PhDStudent}, \text{Student}, \exists \text{hasStaffID} \}$, and $\tau_4 = \{ \exists \text{hasStaffID}^\bot \}$. Then $\mathcal{F}$ and $\mathcal{F}'$ are featured models of $K$ and $K'$, respectively. Moreover, $d_P(\mathcal{F}, \mathcal{F}') = \{ \{ \text{hasStaffID} \} \}$ and $\{ \text{hasStaffID} \}$ is in $\text{MD}_P(K, K')$. That is, $\mathcal{F}'$ is $P$-closest to $K$ and thus it is a featured model of $K \circ_P K'$. Indeed, $\{ \text{hasStaffID} \}$ is the only predicate set in $\text{MD}_P(K, K')$, and $\text{FM}(K \circ_P K')$ consists of those featured models of $K'$ that (possibly) disagree with some featured models of $K$ only on $\text{hasStaffID}$.

In fact, the $P$-revision of $K$ by $K'$ can be expressed as a single $\text{DL-Lite}^N_{\text{bool}}$ KB:

$$K \circ_P K' = \{ \{ \text{PhDStudent} \sqsubseteq \text{Student}, \text{Student} \sqcap \text{ID} \sqsubseteq \bot, \text{PhDStudent} \sqsubseteq \exists \text{hasStaffID} \}, \{ \text{PhDStudent}(\text{John}), \text{hasStaffID}(\text{John}, 5064) \} \}.$$ 

The result of $P$-revision can be obtained in terms of forgetting, an operator that eliminates unnecessary predicates from a given KB [Wang et al. 2010c]. In Example 4.2 initial knowledge in $K$ about role $\text{hasStaffID}$ is forgotten to incorporate the new knowledge $K'$.
The relevant notion of forgetting in [Wang et al. 2010c] is defined on a slight extension of DL-Lite\textsubscript{bool}, called DL-Lite\textsubscript{ubool}, which allows concepts of the form $\exists u. C$ with $u$ being a special universal role (analogous to $\top$ for concepts)\footnote{The reader should refer to [Kontchakov et al. 2010] for details of DL-Lite\textsubscript{ubool}.}.

**Definition 4.3.** [Wang et al. 2010c] Let $K$ be a KB, $\Sigma \subseteq \Sigma_S$ be a set of predicates. Then, KB $K'$ is a result of $u$-forgetting about $\Sigma$ in $K$ if

- $\text{sig}(K') \subseteq \text{sig}(K) \setminus \Sigma$;
- $K \models K'$;
- $K \models C \subseteq D$ iff $K' \models C \subseteq D$, for each pair of DL-Lite\textsubscript{ubool} concepts $C$ and $D$ with $\text{sig}(C \subseteq D) \cap \Sigma = \emptyset$;
- $K \models C(a)$ iff $K' \models C(a)$, for each DL-Lite\textsubscript{ubool} concept $C$ with $\text{sig}(C) \cap \Sigma = \emptyset$.

It is shown in [Wang et al. 2010c] that such a KB $K'$, denoted $\text{forget}(K, \Sigma)$, can be constructed in DL-Lite\textsubscript{ubool}, and is unique up to KB equivalence. Without loss of generality, we can assume that the special role $u$ occurs in $\text{forget}(K, \Sigma)$ only in axioms of the form $C \subseteq \exists u. D$ where $C$ and $D$ are DL-Lite\textsubscript{ubool} concepts. The semantics of $C \subseteq \exists u. D$ can be well captured by two axioms $C \subseteq \exists U D$ and $\exists U^– \subseteq D$ with an auxiliary role $U$ (note that auxiliary roles are not allowed in the forgetting operation and hence the extension DL-Lite\textsubscript{ubool} is necessary). Let $\text{forget}^U(K, \Sigma)$ denotes the DL-Lite\textsubscript{ubool} KB obtained from $\text{forget}(K, \Sigma)$ by replacing each axiom $C \subseteq \exists u. D$ with two axioms $C \subseteq \exists U_C. D$ and $\exists U^–_C. D \subseteq D$ where each $U_C, D$ is a distinct fresh role name.

The following result connects P-revision to forgetting.

**Proposition 4.4.** Let $K, K'$ be two consistent DL-Lite\textsubscript{ubool} KBs and $\text{sig}(K \cup K') \subseteq S$. Then, $\text{MD}_P(K, K') = \{ \text{forget}^U(K, \Sigma) \cup K' | \Sigma \in \text{MD}_P(K, K') \}$. Note that $K \circ_P K'$ in the above proposition is a DKB.

We remark that the result of P-revision may not be expressible as a single KB. This can be seen from the following example.

**Example 4.5.** Let $K = \langle \emptyset, \{ P(a, b), R(a, b) \} \rangle$ where $P$ and $R$ are two distinct role names, and $K' = \langle \{ \exists P \cap \exists R \subseteq \bot \}, \emptyset \rangle$ stating that $P$ and $R$ must have disjoint domains. Then, the result of revising $K$ by $K'$ is a DKB $\{ K_1, K_2 \}$ with each of $K_i (i = 1, 2)$ containing either $P(a, b)$ or $R(a, b)$, but not both. Since one cannot express disjunctive role assertions in DL-Lite, the result of revision cannot be expressed as a single KB.

For applications where it is desirable to have the result of revision as a single DL-Lite\textsubscript{ubool} KB rather than a DKB, the **maximal approximation** (MA) of revision is used as the desired result. The MA of P-revision, $\text{MA}(K \circ_P K')$, is the MA of $\text{FM}(K \circ_P K')$ in DL-Lite\textsubscript{ubool}. In Example 4.5, $\text{MA}(K \circ_P K')$ is $K'$.

In what follows, we show that our definition of P-distance based on featured models faithfully reflects differences in interpretation of predicates in classical DL models. In particular, we show that P-revision captures the revision results defined analogously using classical DL models.

For two DL interpretations $I_1$ and $I_2$, define the $P^\ast$-distance between $I_1$ and $I_2$ to be

$$d_{P^\ast}(I_1, I_2) = \{ E \in \Sigma_S | E^{I_1} \neq E^{I_2} \}.$$  

Intuitively, $d_{P^\ast}(I_1, I_2)$ is the set of predicates on which $I_1$ and $I_2$ interpret differently. Note that $d_{P^\ast}(I_1, I_2)$ generalises the difference set in (Definition 1 of) [Qi and Du 2009], which consists of only concept names. For two KBs $K_1, K_2$ and $S = \text{sig}(K_1 \cup K_2)$, $\text{MD}_{P^\ast}(K_1, K_2)$ is the set of all minimal $P^\ast$-distances between the DL models of $K_1$ and $K_2$:

$$\text{MD}_{P^\ast}(K_1, K_2) = \min \{ \{ d_{P^\ast}(I_1, I_2) | I_1 \in \text{mod}(K_1) \text{ and } I_2 \in \text{mod}(K_2) \} \}.$$

In what follows, we show that our definition of P-distance based on featured models faithfully reflects differences in interpretation of predicates in classical DL models. In particular, we show that P-revision captures the revision results defined analogously using classical DL models.

For two DL interpretations $I_1$ and $I_2$, define the $P^\ast$-distance between $I_1$ and $I_2$ to be

$$d_{P^\ast}(I_1, I_2) = \{ E \in \Sigma_S | E^{I_1} \neq E^{I_2} \}.$$  

Intuitively, $d_{P^\ast}(I_1, I_2)$ is the set of predicates on which $I_1$ and $I_2$ interpret differently. Note that $d_{P^\ast}(I_1, I_2)$ generalises the difference set in (Definition 1 of) [Qi and Du 2009], which consists of only concept names. For two KBs $K_1, K_2$ and $S = \text{sig}(K_1 \cup K_2)$, $\text{MD}_{P^\ast}(K_1, K_2)$ is the set of all minimal $P^\ast$-distances between the DL models of $K_1$ and $K_2$:

$$\text{MD}_{P^\ast}(K_1, K_2) = \min \{ \{ d_{P^\ast}(I_1, I_2) | I_1 \in \text{mod}(K_1) \text{ and } I_2 \in \text{mod}(K_2) \} \}.$$
We say a DL model \( I_2 \) of \( \mathcal{K}_2 \) is \( P^* \)-closest to \( \mathcal{K}_1 \) if there exists a DL model \( I_1 \) of \( \mathcal{K}_1 \) such that \( d_{P^*}(I_2, I_2) \in \text{MD}_{P^*}(\mathcal{K}_1, \mathcal{K}_2) \).

The following definition is analogous to P-revision but is defined using DL models.

**Definition 4.6 (P*-Revision).** Let \( \mathcal{K}, \mathcal{K}' \) be two KBs and \( \mathcal{S} = \text{sig}(\mathcal{K} \cup \mathcal{K}') \). The \( P^* \)-revision of \( \mathcal{K} \) by \( \mathcal{K}' \), denoted \( \mathcal{K} \circ P \mathcal{K}' \), is defined by its models: \( \text{mod}(\mathcal{K} \circ P \mathcal{K}') = \text{mod}(\mathcal{K}) \) if \( \text{mod}(\mathcal{K}) = \emptyset \), and otherwise, \( \text{mod}(\mathcal{K} \circ P \mathcal{K}') \) is the set of all DL models in \( \text{mod}(\mathcal{K}') \) that are \( P^* \)-closest to \( \mathcal{K} \).

Unlike P-revision, a result of \( P^* \)-revision may not be DKB-axiomatizable in DL-Lite\(^N_\text{pool} \), that is, there may not exist a DKB in DL-Lite\(^N_\text{pool} \) whose DL models are exactly \( \text{mod}(\mathcal{K} \circ P \mathcal{K}') \). Indeed, it is an open question in which extension of DL-Lite \( P^* \)-revision is axiomatizable. Also, even if a result of \( P^* \)-revision is axiomatizable, it is unclear how to compute it. Before presenting an example to show the inexpressibility, we first establish a useful connection between \( P^* \)-revision and P-revision. In particular, it says the featured models of P-revision are exactly those induced by the DL models of \( P^* \)-revision.

**Proposition 4.7.** For two KBs \( \mathcal{K} \) and \( \mathcal{K}' \), \( \text{FM}(\mathcal{K} \circ_P \mathcal{K}') = \{ \mathcal{I}_2 \mid \mathcal{I} \in \text{mod}(\mathcal{K} \circ_P \mathcal{K}') \} \)

From Proposition 3.17 and Theorem 3.21, it is easy to see the following corollary holds, which essentially connects our revision with model-based revision. As with P-revision, MA\( (\mathcal{K} \circ_P \mathcal{K}') \) is the MA of \( \text{mod}(\mathcal{K} \circ_P \mathcal{K}') \) in DL-Lite\(^N_\text{pool} \).

**Corollary 4.8.** MA\( (\mathcal{K} \circ_P \mathcal{K}') \equiv \text{MA}(\mathcal{K} \circ_P \mathcal{K}) \); and \( \mathcal{K} \circ_P \mathcal{K}' \equiv \mathcal{K} \circ_P \mathcal{K} \) whenever \( \mathcal{K} \circ_P \mathcal{K}' \) is DKB-axiomatizable in DL-Lite\(^N_\text{pool} \).

Now, we present an example to show that a result of \( P^* \)-revision may not be DKB-axiomatizable in DL-Lite\(^N_\text{pool} \).

**Example 4.9 (Cont. Example 2.1).** Consider the KB \( \mathcal{K} \) in Example 2.1 and a new KB \( \mathcal{K}' = (\emptyset, \{ P(b, b) \}) \). Adding \( \mathcal{K}' \) to \( \mathcal{K} \) introduces inconsistency, as \( P(b, b) \) contradicts the assertions \( P(a, b) \) and \( a \sqsubseteq b \) in \( \mathcal{K} \). From the definition of P-revision, there is a single minimal set \( \{ P \} \) in MD\( _P(\mathcal{K}, \mathcal{K}') \), and we can compute through forgetting that \( \mathcal{K} \circ_P \mathcal{K}' = \{ A \sqcap B \sqsubseteq \bot \}, \{ A(a), B(b), P(b, b) \} \).

Suppose \( \mathcal{K} \circ_P \mathcal{K}' \) is expressible as a DKB in DL-Lite\(^N_\text{pool} \), then by Corollary 4.8, \( \mathcal{K} \circ_P \mathcal{K}' \equiv \mathcal{K} \circ_P \mathcal{K} \). Also, from the definition of \( P^* \)-revision, for each DL model \( \mathcal{I} \) of \( \mathcal{K} \circ_P \mathcal{K}' \) there should be a DL model \( \mathcal{I}' \) of \( \mathcal{K} \) with \( d_{P^*}(\mathcal{I}, \mathcal{I}') = \{ P \} \). However, it is not the case. Take a model \( \mathcal{I} \) of \( \mathcal{K} \circ_P \mathcal{K}' \) with \( A^\mathcal{I} = \{ a, b \} \) and \( B^\mathcal{I} = \{ b \} \), and \( A^\mathcal{I}' = \{ a \} \) and \( B^\mathcal{I}' = \{ b \} \). There does not exist a model \( \mathcal{I}' \) of \( \mathcal{K} \) satisfying the above condition, since in each model \( \mathcal{I}' \) of \( \mathcal{K} \), \( B^\mathcal{I}' \) must be an infinite set. Hence, \( B_2 \neq B_2' \), which contradicts \( d_{P^*}(\mathcal{I}, \mathcal{I}') = \{ P \} \). Thus, \( \mathcal{K} \circ_P \mathcal{K}' \) is not expressible as a DKB in DL-Lite\(^N_\text{pool} \).

Corollary 4.8 suggests that P-revision is a good approximation of \( P^* \)-revision: they have the same MA; P-revision is always DKB-axiomatizable in DL-Lite\(^N_\text{pool} \) whereas \( P^* \)-revision is not, and P-revision coincides with \( P^* \)-revision whenever the latter is also axiomatizable. Moreover, it is unknown how to directly compute the MA of \( P^* \)-revision in DL-Lite\(^N_\text{pool} \), and we show in Section 5 an algorithm to compute it via the MA P-revision.

### 4.2. Symmetric Difference and S-Revision

While the definition of P-revision is simple and intuitive, some applications may require the revision result to preserve more initial knowledge. Especially, in Example 4.2 all the knowledge about role \( \text{hasStaffID} \) from \( \mathcal{K} \) is lost during revision. Such a behaviour of P-revision can be explained through its connection with forgetting—\{hasStaffID\} occurs in MD\( _P(\mathcal{K}, \mathcal{K}') \) and thus the role is forgotten during revision. Indeed, the P-distance defined via predicates is sometimes insufficient to reflect subtle differences between models, as shown by the following example. Consider types \( \tau_1 = \{ A \} \), \( \tau_2 = \{ B \} \), \( \tau_3 = \emptyset \), and featured interpretations.
Intuitively, \( F \) is closer to \( F' \) than to \( F'' \). Yet such a difference cannot be reflected by the P-distance, as \( d_P(F, F') = d_P(F, F'') = \{ A(B) \} \). Thus, the P-revision operator is blind from subtle differences between featured models and hence fails to eliminate less desired candidates like \( F'' \).

The above observation motivates us to look into a more fine-grained way to adapt Satoh’s distance to featured models. The new distance between two featured models is based on the symmetric differences between featured models and hence fails to eliminate less desired candidates like \( F'' \).

For a pair of featured models \((P)\), say the S-distance between them is \( \{ A(b), B(b), A(c), A(d) \} \). Note that we do not require \( d_S(F_1, F_2) \) to be a featured interpretation. For example, let \( S = \{ P, a, b_1, b_2, b_3, 1, 2, 3 \} \), \( H_1 = \{ \exists P(a), P(a, b_1) \} \) and \( H_2 = \{ \exists P(a), (\geq 2) P(a), P(a, b_2), P(a, b_1) \} \). Then, \( H_1 \triangle H_2 = \{ (\geq 2) P(a), P(a, b_1), P(a, b_2), P(a, b_3) \} \), which is not a Herbrand set because it does not contain \( \exists P(a) \) (Condition (1) of Definition 3.7) and \( (\geq 3) P(a) \) (Condition (2) of Definition 3.7).

To compare two S-distances, we can compare both components in S-distances and define \( d_S(F_1, F_2) \subseteq d_S(F_3, F_4) \) if \( \exists_1 \triangle \exists_2 \subseteq \exists_3 \triangle \exists_4 \) and \( H_1 \triangle H_2 \subseteq H_3 \triangle H_4 \); and \( d_S(F_1, F_2) \subseteq d_S(F_3, F_4) \) if \( d_S(F_1, F_2) \subseteq d_S(F_3, F_4) \) and \( d_S(F_3, F_4) \not\subseteq d_S(F_1, F_2) \). For two KBs \( K_1, K_2 \) and \( S = \text{sig}(K_1 \cup K_2) \), \( \text{MD}_S(K_1, K_2) \) is the set of all minimal S-distances (by comparing both components) between the featured models of \( K_1 \) and \( K_2 \):

\[
\text{MD}_S(K_1, K_2) = \min \{ d_S(F_1, F_2) \mid F_1 \in \text{FM}(K_1) \text{ and } F_2 \in \text{FM}(K_2) \}.
\]

While the above measurement consider both components of S-distances, there are other ways of measurement, that is, by comparing only the first or the second component of S-distances. In particular, define

\[
\text{MD}_F(K_1, K_2) = \min \{ \exists_1 \triangle \exists_2 \mid (\exists_1, H_1) \in \text{FM}(K_1) \text{ and } (\exists_2, H_2) \in \text{FM}(K_2) \},
\]

\[
\text{MD}_H(K_1, K_2) = \min \{ H_1 \triangle H_2 \mid (\exists_1, H_1) \in \text{FM}(K_1) \text{ and } (\exists_2, H_2) \in \text{FM}(K_2) \}.
\]

For a pair of featured models \((\exists_1, H_1) \) and \((\exists_2, H_2) \) of \( K_1 \) and \( K_2 \), respectively, we say the S-distance between them is F-minimal (F-minimal, or H-minimal) between \( K_1 \) and \( K_2 \) if \( (\exists_1 \triangle \exists_2, H_1 \triangle H_2) \in \text{MD}_F(K_1, K_2) \) (resp., \( \exists_1 \triangle \exists_2 \in \text{MD}_H(K_1, K_2) \), \( H_1 \triangle H_2 \in \text{MD}_H(K_1, K_2) \)). Again, we may not mention \( K_1 \) and \( K_2 \) if they are clear from the context.

To define our second revision operator using S-distances, we say a featured model \( F' \) of \( K' \) is S-closest to \( K \) if there exists a featured model \( F \) of \( K \) such that the S-distance between \( F \) and \( F' \) is both F-minimal and H-minimal between \( K \) and \( K' \). In this case, we simply say that the S-distance between \( F \) and \( F' \) is minimal. After presenting the definition of our second revision operator, we will show why some (simpler) alternatives cannot work.

**Definition 4.10 (S-Revision).** Let \( K, K' \) be two KBs and \( S = \text{sig}(K \cup K') \). The symmetric difference-based revision (S-revision) of \( K \) by \( K' \) is a DKB \( K \circ_S K' \), such that \( \text{FM}(K \circ_S K') = \text{FM}(K') \) if \( \text{FM}(K) = \emptyset \), and otherwise \( \text{FM}(K \circ_S K') \) is the set of all featured models in \( \text{FM}(K') \) that are S-closest to \( K \).

Like P-revision, the result of S-revision is well defined and may not be expressible as a single DL-Lite\( ^{ac}_{bool} \) KB in general, which can also be seen from Example 4.5.

In the following example, we demonstrate S-revision with our running example, which shows that \( \circ_S \) behaves better than \( \circ_P \) under the MA in this case.
Example 4.11 (Cont. Example 4.2). Consider the KBs $\mathcal{K}$ and $\mathcal{K}'$, and their respective featured models $\mathcal{F}$ and $\mathcal{F}'$ in Example 4.2. The S-distance between $\mathcal{F}$ and $\mathcal{F}'$ is not minimal, and $\mathcal{F}'$ is not a featured model of $\mathcal{K} \circ_{S} \mathcal{K}'$. This can be seen as follows. Take a featured model $\mathcal{F}_1 = \{\{\tau_1, \tau_5, \tau_6\}, \mathcal{H}_1\}$ of $\mathcal{K}$ and a featured model $\mathcal{F}'_1 = \{\{\tau_3, \tau_5\}, \mathcal{H}_2\}$ of $\mathcal{K}'$, where $\tau_5 = \{\exists \text{hasStaffID}^{-}, \text{ID}\}$, $\tau_6 = \{\exists \text{hasStaffID}\}$.

$$\mathcal{H}_1 = \{\text{PhDStudent}(\text{John}), \text{Student}(\text{John}), \exists \text{hasStaffID}^{-}(\text{S0564}), \text{ID}(\text{S0564})\},$$

$$\mathcal{H}'_1 = \{\text{PhDStudent}(\text{John}), \text{Student}(\text{John}), \exists \text{hasStaffID}^{-}(\text{S0564}), \text{ID}(\text{S0564}),$$

$$\exists \text{hasStaffID}(\text{John}, \text{S0564})\}.$$

Then, we have that $\mathcal{H}_1 \triangle \mathcal{H}'_1 = \{\exists \text{hasStaffID}(\text{John}), \exists \text{hasStaffID}(\text{John}, \text{S0564})\}$ is smaller than $\mathcal{H} \triangle \mathcal{H}' = \{\exists \text{hasStaffID}(\text{John}), \exists \text{hasStaffID}(\text{John}, \text{S0564}), \exists \text{hasStaffID}^{-}(\text{S0564})\}$, and also $d_S(\mathcal{F}_1, \mathcal{F}'_1) = \{\{\tau_1, \tau_3\}, \mathcal{H}_1 \triangle \mathcal{H}'_1\}$ is smaller than $d_S(\mathcal{F}, \mathcal{F}') = \{\{\tau_1, \tau_2, \tau_3, \tau_4\}, \mathcal{H} \triangle \mathcal{H}'\}$. Indeed, the S-distance between $\mathcal{F}_1$ and $\mathcal{F}'_1$ is minimal, and thus $\mathcal{F}'_1$ is a featured model of $\mathcal{K} \circ_{S} \mathcal{K}'$. Also, $d_S(\mathcal{F}_1, \mathcal{F}'_1)$ is the only minimal S-distance.

We can show that the MA of $\mathcal{K} \circ_{S} \mathcal{K}'$ is as follows, where $\text{Student} \subseteq \lnot \exists \text{hasStaffID}$ is revised (and weakened) to be $\text{Student} \cap \exists \text{hasStaffID} \subseteq \exists \text{PhDStudent}$.

$$\langle \{\text{PhDStudent}, \lnot \exists \text{hasStaffID} \subseteq \lnot \exists \text{PhDStudent}, \text{Student} \cap \exists \text{hasStaffID} \subseteq \exists \text{PhDStudent} \rangle,$$

$$\{\text{PhDStudent}(\text{John}), \exists \text{hasStaffID}(\text{John}, \text{S0564})\} \}.$$
condition is too strong and the set $FM(K \circ K')$ may be empty, and as a result, the defined revision could be inconsistent. Take the KBs in Example 4.12, the revision defined by (***) is inconsistent.

A third way to define the revision is to weaken the restrictions in (***) and define $FM(K \circ K') = \{F' \in FM(K') \mid \text{there exists } F \in FM(K) \text{ s.t. } d_S(F, F') \text{ is both F-minimal and T-minimal}\}$ (***). This definition helps to resolve the inconsistency problem, but often results in incoherent revision. Recall that an incoherent KB is one with unsatisfiable concepts or roles. When the extension of the initial TBox with the new TBox is incoherent, the TBox of the revision defined by (**) is exactly the incoherent extension. Again, take the KBs in Example 4.12, the MA of the revision defined by (**) is inconsistent. Take the KBs in Example 4.12, the revision defined by (***) is inconsistent.

4.3. AGM Postulates for Ontology Revision

In this section, we demonstrate the suitability of our revision operators against the standard AGM postulates [Alchourrón et al. 1985; Katsuno and Mendelzon 1991]. In [Katsuno and Mendelzon 1991], a KB is represented as (the conjunction of) a finite set of propositional sentences rather than a logically closed set, which is more suitable for the DL setting. Hence, we adopt the six postulates (R1)–(R6) in [Katsuno and Mendelzon 1991]. The postulates for propositional belief revision have been adapted to DLs, e.g., [Qi et al. 2006], in which the postulates are formulated in terms of KBs. In the following, we reformulate the AGM postulates in term of KBs and entailment relations, in a manner analogous to the formulation in [Katsuno and Mendelzon 1991].

(R1). $K \circ K' \models K'$;
(R2). if $K \cup K'$ is consistent, then $K \circ K' \equiv K \cup K'$;
(R3). if $K'$ is consistent, then $K \circ K'$ is consistent;
(R4). if $K_1 \equiv K_2$ and $K'_1 \equiv K'_2$, then $K_1 \circ K'_1 \equiv K_2 \circ K'_2$;
(R5). $(K \circ K') \cup K'' \models K \circ (K' \cup K'')$;
(R6). if $(K \circ K') \cup K''$ is consistent, then $K \circ (K' \cup K'') \models (K \circ K') \cup K''$.

The first postulate (R1) guarantees that the new KB has a higher priority over the old KB and thus only the old KB is revised when inconsistency occurs in the amalgamation of the two KBs. This is also a major difference of revision from merging. The second postulate (R2) says that no revision is needed if the amalgamation of the two given KBs is consistent. The third postulate (R3) ensures that the result of revision is consistent provided that the new KB is consistent. The fourth postulate (R4) shows that the revision operator is syntax-independent, that is, revising equivalent new KBs with equivalent new KBs has equivalent results. The fifth postulate (R5) requires that the revision by a smaller new KB preserves more information than the revision by a larger new KB, and together with (R6), they enforce minimal change by inducing implicitly a total pre-order over the models. While (R1)–(R4) have been well accepted, there is still no consensus about the necessity of the postulates (R5) and (R6) [Creignou et al. 2012]. Moreover, Satoh’s revision operator and its variants usually do not obey (R6).

Since the revision operators $\circ_P$ and $\circ_S$ introduced in the last section are based on Satoh’s distance, they satisfy the first five postulates but not the last postulate. However, both of the revision operators satisfy a weaker version of (R6) proposed in [Katsuno and Mendelzon 1991].

(R6'). if $(K \circ K') \models K''$, then $K \circ (K' \cup K'') \models (K \circ K') \cup K''$.

**Theorem 4.13.** Both P-revision and S-revision satisfy the postulates (R1) – (R5), (R6').
If the results of revision are replaced with their MAs in the postulates, then both the operators satisfy postulates (R1) – (R4).

**Proof** Let $X = P$ or $S$. The following proof works both for P-revision and S-revision.
(R1) By the definition of X-revision, $FM(K \circ_X K') \subseteq FM(K')$. By Theorem 3.21 $K \circ_X K' \models K'$.
From the definition of the MA, \( \text{FM}(K \circ_X K') \subseteq \text{FM}(\text{MA}(K \circ_X K')) \). As \( \text{FM}(K \circ_X K') \subseteq \text{FM}(K') \), by Proposition 3.18, \( \text{FM}(K \circ_X K') \subseteq \text{FM}(\text{MA}(K \circ_X K') \cup K') \). By the uniqueness of the MA, \( \text{FM}(\text{MA}(K \circ_X K')) = \text{FM}(\text{MA}(K \circ_X K') \cup K') \). That is, \( \text{MA}(K \circ_X K') \models K' \).

(R2) If \( K \cup K' \) is consistent, \( \text{FM}(K') \cap \text{FM}(K) \neq \emptyset \). From the definition of X-revision, the featured models of \( K \circ_X K' \) are exactly those in \( \text{FM}(K') \cap \text{FM}(K) \). By Theorem 3.21, \( K \circ_X K' \equiv \mathcal{K} \cup K' \).

By the uniqueness of the MA, \( \text{MA}(K \circ_X K') \equiv \mathcal{K} \cup K' \).

(R3) If \( K' \) is consistent, then \( \text{FM}(K') \neq \emptyset \). From the definition of X-revision, \( \text{FM}(K \circ_X K') \neq \emptyset \).

By Theorem 3.20, \( K \circ_X K' \) is consistent.

From the definition of the MA, \( \text{FM}(\text{MA}(K \circ_X K')) \neq \emptyset \). Similarly, \( \text{MA}(K \circ_X K') \) is consistent.

(R4) It is straightforward from the definition of X-revision and Theorem 3.21.

(R5) For each \( F' \in \text{FM}((K \circ_X K') \cup K'') \), by Proposition 3.18, \( F' \in \text{FM}(K \circ_X K') \) and \( F' \in \text{FM}(K'') \). From the definition of X-revision, \( F' \in \text{FM}(K') \), and there exists \( F \in \text{FM}(K) \) such that the X-distance between \( F \) and \( F' \) is minimal between \( K \) and \( K' \). That is, there do not exist \( F_1 \in \text{FM}(K) \) and \( F'_1 \in \text{FM}(K') \) that witness the non-minimality of the X-distance between \( F \) and \( F' \). Clearly, there do not exist such \( F_1 \) and \( F'_1 \) in \( \text{FM}(K) \) and \( \text{FM}(K') \cap \text{FM}(K'') \), respectively. That is, the X-distance between \( F \) and \( F' \) is minimal between \( K \) and \( K' \cup K'' \). Since \( F' \in \text{FM}(K') \) and \( F'' \in \text{FM}(K'') \), by Proposition 3.18, \( F'' \in \text{FM}(K' \cup K'') \). Thus, \( F'' \in \text{FM}(K \circ_X (K' \cup K'')) \). That is, \( \text{FM}((K \circ_X K') \cup K'') \subseteq \text{FM}(K \circ_X (K' \cup K'')) \), and by Theorem 3.21, \( (K \circ_X K') \cup K'' \models (K \circ_X K') \cup K'' \).

(R6) For each \( F' \in \text{FM}((K \circ_X K') \cup K'') \), from the definition of X-revision, \( F' \in \text{FM}(K' \cup K'') \). By Proposition 3.18, \( F' \in \text{FM}(K') \) and \( F' \in \text{FM}(K'') \). By the definition of X-revision, there exists \( F \in \text{FM}(K) \) such that the X-distance between \( F \) and \( F' \) is minimal between \( K \) and \( K' \cup K'' \). That is, there do not exist \( F_1 \in \text{FM}(K) \) and \( F'_1 \in \text{FM}(K') \) that witness the non-minimality of the X-distance between \( F \) and \( F' \). We want to show that there exist no such \( F_1 \) and \( F'_1 \) in \( \text{FM}(K) \) and \( \text{FM}(K') \), respectively. Towards a contradiction, suppose such \( F_1 \) and \( F'_1 \) exist; and without loss of generality, we can assume the X-distance between \( F_1 \) and \( F'_1 \) is minimal between \( K \) and \( K' \) as otherwise they could be replaced with another pair of featured interpretations with a minimal X-distance. In this case, \( F'_1 \in \text{FM}(K \circ_X K') \). Since \( K \circ_X K' \models K'' \), \( F'_1 \in \text{FM}(K'') \). Note that we assume \( F'_1 \in \text{FM}(K') \), and by Proposition 3.18, \( F'_1 \in \text{FM}(K' \cup K'') \). This contradicts the fact that the X-distance between \( F \) and \( F' \) is minimal between \( K \) and \( K' \cup K'' \). Thus, we have shown that the X-distance between \( F \) and \( F' \) is minimal between \( K \) and \( K' \) and \( K' \). By the definition of X-revision, \( F \in \text{FM}(K \circ_X K') \). Since \( F \in \text{FM}(K' \cup K'') \), by Proposition 3.18, \( F \in \text{FM}(K \circ_X K') \cup K'') \). That is, \( \text{FM}(K \circ_X (K' \cup K'')) \subseteq \text{FM}(K \circ_X (K' \cup K'')) \), and by Theorem 3.21, \( (K \circ_X K') \cup K'' \models (K \circ_X K') \cup K'' \).

The following example shows that (R5) and (R6) are not satisfied by S-revision under the MA. The example can be modified to show that (R6) is not satisfied by either of our two revision operators, and P-revision satisfies neither (R5) nor (R6) under the MA.

Example 4.14. Let \( K = \{ A \sqsubseteq B, B \sqsubseteq C \}, \{ A(a) \} \), \( K' = \{ B \sqsubseteq A, A \sqsubseteq \neg C \}, \{ (A \cup C)(a) \} \), and \( K'' = \{ \neg B(a) \} \). Then \( \text{MA}(K \circ_S K') = \{ A \sqsubseteq B, B \sqsubseteq A, A \sqsubseteq \neg C, \{ (A \cup C)(a) \} \), and after combined with \( K'' \), \( (A \cup C)(a) \) in the ABox is replaced with \( C(a) \). However, \( \text{MA}(K \circ_S (K' \cup K'')) = \{ B \sqsubseteq C, B \sqsubseteq A, A \sqsubseteq \neg C \}, \{ (A \cup C)(a) \} \). That is, \( (MA(K \circ_S K')) \cup K'' \neq (MA(K \circ_S (K' \cup K''))) \) and \( (MA(K \circ_S (K' \cup K''))) \neq (MA(K \circ_S K')) \cup K'' \).

4.4. Application Case Study

We illustrate the practical applications of our approach to a Medical Ontology Enrichment scenario. NCI Thesaurus (NCI) [Hartel et al. 2005] is a well known ontology for medical applications. An ontology \( K \) based on NCI consists of a TBox \( T \) containing axioms describing medical terms and an ABox \( A \) containing medical data. From time to time, new medical terms, denoted \( T' \), are reported in the literature and new data, denoted \( A' \), are identified from practical experience. We then need to enrich the ontology \( K \) by revising it using the ontology \( K' \) = \( (T', A') \).
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We now show an example of revising an NCI ontology using our revision operators. We focus on a fragment $K$ of NCI concerning respiratory and thoracic disorders and their associated anatomic locations. This fragment consists of the concepts Respiratory and Thoracic Disorder ($RT\_Disorder$), Respiratory System, Cardiovascular System, and Organ System, as well as a single role that associates diseases to their locations Disease Has Associated Anatomic Site ($has\_Site$).

<table>
<thead>
<tr>
<th>Initial axioms in the ontology</th>
</tr>
</thead>
<tbody>
<tr>
<td>$RT_Disorder \sqsubseteq \exists has_Site$</td>
</tr>
<tr>
<td>$\exists has_Site \sqsubseteq \exists Respiratory_System$</td>
</tr>
<tr>
<td>$Respiratory_System \sqsubseteq \exists Organ_System$</td>
</tr>
<tr>
<td>$Cardiovascular_System \sqsubseteq \exists Organ_System$</td>
</tr>
<tr>
<td>$RT_Disorder \cap Organ_System \sqsubseteq \bot$</td>
</tr>
<tr>
<td>$Respiratory_System \cap Cardiovascular_System \sqsubseteq \bot$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Axioms to be incorporated</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Heart_Disease \sqsubseteq RT_Disorder$</td>
</tr>
<tr>
<td>$Heart_Disease \sqsubseteq \exists has_Site$</td>
</tr>
<tr>
<td>$\exists has_Site \sqsubseteq \exists Cardiovascular_System$</td>
</tr>
<tr>
<td>$Heart_Disease(hd1)$</td>
</tr>
<tr>
<td>$has_Site(hd1, s1)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Axioms generated by revisions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$RT_Disorder \sqsubseteq \exists \exists$</td>
</tr>
<tr>
<td>$\exists \exists \sqsubseteq \exists Respiratory_System$</td>
</tr>
<tr>
<td>$Respiratory_System \cap Cardiovascular_System \sqsubseteq \exists has_Site$</td>
</tr>
</tbody>
</table>

| Some axioms in NCI may be in a more expressive DL and do not have equivalent translations in DL-Lite$^N_{bool}$. Suppose, the following axiom in NCI, $RT\_Disorder \sqsubseteq \exists has\_Site.\ Respiratory\_System$, which states that respiratory and thoracic disorders have associated sites in the respiratory system, is converted (in a rather naive way) into DL-Lite$^N_{bool}$ axioms A1 and A2 in Figure 3. A3–A5 state that the respiratory and cardiovascular systems are both organ systems, and that the class of disorders is disjoint with the class of organ systems. For the purpose of demonstrating the usefulness of our revision operator, A6 is added saying that the respiratory and cardiovascular systems are disjoint, which mimics common mistakes likely to be seen in practice of ontology conceptualization that may lead to contradictions. Suppose new knowledge about heart diseases, together with some data on instances of heart diseases, is required to be incorporated into the ontology. The new knowledge is expressed as a TBox $T'$ consisting of A7–A9, stating that heart diseases belong to respiratory and thoracic disorders, and heart diseases have associated sites in the cardiovascular system. Again, A8 and A9 are a naive conversion to DL-Lite$^N_{bool}$ (like A1 and A2), yet they are useful to demonstrate the revision operation. Properties of a particular heart disease $hd1$ are expressed as an ABox $\mathcal{A}'$ that consists of A10 and A11, stating that $hd1$ is an instance of heart diseases and it is located at site $s1$.

Adding $K'$ directly into the ontology will cause a contradiction, since in this case both assertions Cardiovascular System($s1$) and Respiratory System($s1$) can be derived, whereas concepts Cardiovascular System and Respiratory System have been asserted to be disjoint. The result of P-revision is a DKB $\{K_1, K_2\}$, where $K_1$ consists of axioms A1–A3, A5, and A7–A11; and $K_2$ consists of axioms A3–A11, and two new axioms A12 and A13 with an auxiliary role $\exists \exists$. $K_1$ and $K_2$ can be obtained from $K$ by forgetting concept Cardiovascular System and role has Site, respectively, and adding $K'$. The MA of the result of P-revision consists of axioms A3, A5, and A7–A11.
On the other hand, while the result of S-revision is difficult to compute (and thus is not shown), the MA of S-revision preserves more initial knowledge than that of P-revision. The MA of S-revision consists of axioms A1, A3–A5, A7–A11, and one revised axiom A14, which is obtained by weakening axiom A6. It says that the respiratory system and the cardiovascular system have a common part (namely s1), with which some respiratory and thoracic disorder is associated.

A comparison between revision results is shown in Figure 4.

<table>
<thead>
<tr>
<th>KBs</th>
<th>Axioms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>A1 A2 A3 A4 A5 A6</td>
</tr>
<tr>
<td>$K'$</td>
<td>A7 A8 A9 A10 A11</td>
</tr>
<tr>
<td>$K \circ_S K'$</td>
<td>$K_1$ A1 A2 A3 A5 A7 A8 A9 A10 A11</td>
</tr>
<tr>
<td>$K_2$ A12 A13</td>
<td>A3 A4 A5 A6 A7 A8 A9 A10 A11</td>
</tr>
<tr>
<td>MA($K \circ_P K'$)</td>
<td>A3 A5 A7 A8 A9 A10 A11</td>
</tr>
<tr>
<td>MA($K \circ_S K'$)</td>
<td>A1 A3 A4 A5 A14 A7 A8 A9 A10 A11</td>
</tr>
</tbody>
</table>

Fig. 4. Comparison of revision results on NCI ontology.

5. COMPUTATIONAL ISSUES

In this section, we will study the computational complexity of our revision operators and look into the computation of revision.

5.1. Computational Complexity

Let us look at the computational complexity of the revision operators. The complexity class $\Pi^P_2 = \text{coNP} \cap \text{NP}$ consists of the decision problems whose complementary problems are solvable by a non-deterministic Turing machine in polynomial time with NP oracles. It is proved in [Eiter and Gottlob 1992] that Satoh’s revision for propositional logic is $\Pi^P_2$-complete. The main result in this section shows that our revision in DL-Lite does not raise the complexity.

We consider the following reasoning problem:

**Revision Entailment** Given two consistent KBs $K$ and $K'$ and a concept inclusion or membership assertion $\alpha$, decide whether $K \circ_X K' \models \alpha$ where $X = P$ or $S$.

**Theorem 5.1.** The problem of Revision Entailment is $\Pi^P_2$-complete.

To prove this, we first have a look at the $\Pi^P_2$ membership of Revision Entailment in propositional logic. For propositional Revision Entailment problem $K * K' \models \phi$, the proof of $\Pi^P_2$ membership consists of two steps: (1) Guess two models $M$ and $M'$ of $K$ and $K'$, respectively, and check if $M' \models \phi$; and (2) use a NP oracle to verify that there exists no models $M_1$ and $M_1'$ of $K$ and $K'$, respectively, such that $d(M_1, M_1') \subset d(M, M')$, where $d(M_1, M_2)$ is the distance between the two models $M_1$ and $M_2$. Both of these two steps can be done in polynomial time, and thus, the overall complexity is in $\Pi^P_2$.

However, we cannot adopt such a proof for DL-Lite revision in a straightforward manner. It is because, unlike propositional interpretations, the size of a featured interpretation is exponential with respect to the size of the KBs in general. The exponential blow up is mainly caused by the type set $\Xi$, which is a subset of the power set of the basic concepts $BC_S$. In this sense, Theorem 5.1 is not just a simple generalization of the $\Pi^P_2$-completeness of propositional revision.

A key idea in our proof of Theorem 5.1 is that we only need to guess and verify featured interpretations whose sizes are polynomial with respect to the sizes of the KBs. In particular, we first show that each featured interpretation “contains” a featured interpretation of polynomial size.

**Lemma 5.2.** Let $|S_R| = m$ and $|S_I| = n$. Given a featured interpretation $(\Xi, \mathcal{H})$, a featured interpretation $(\Xi^*, \mathcal{H})$ exists such that (1) $\Xi^* \subseteq \Xi$, (2) $|\Xi^*| \leq 2m + n$, and (3) $(\Xi^* \cup \Xi^', \mathcal{H})$ is a featured interpretation for any type set $\Xi' \subseteq \Xi$.
Intuitively, the set $\Xi^*$ in Lemma 5.2 contains all the types in $\Xi$ that are necessary for satisfying the conditions of a featured interpretation (Definition 3.10).

Moreover, we show that when we consider minimal distances, we only need to consider those distances between featured interpretations of polynomial sizes. The following results concern both P-revision and S-revision.

**Lemma 5.3.** Let $|S_R| = m$, $|S_I| = n$, and $F_i = (\Xi_i, \mathcal{H}_i)$ $(i = 1, 2)$ be a pair of featured interpretations. Suppose $\Sigma \in d_P(F_1, F_2)$, then a pair of featured interpretations $F_i' = (\Xi_i', \mathcal{H}_i')$ $(i = 1, 2)$ exist, such that for $i = 1, 2$, (1) $\Xi_i' \subseteq \Xi_i$, (2) $|\Xi_i'| \leq 4m + 2n$, and (3) $\Sigma \in d_P(F_i', F_j')$.

There also exist a pair of featured interpretations $F_i^m = (\Xi_i^m, \mathcal{H}_i)$ $(i = 1, 2)$, such that for $i = 1, 2$, (1') $\Xi_i^m \subseteq \Xi_i$, (2') $|\Xi_i^m| \leq 4m + 2n$, and (3') $\Xi_i^m \triangle \Xi_i^m \subseteq \Xi_1 \triangle \Xi_2$.

The next result states that from a given featured model that is closest to a KB, a featured model of polynomial size can be constructed that is also closest to the KB.

**Lemma 5.4.** Let $K$ and $K'$ be two KBs and $\alpha$ an axiom. For $X = P$ or $S$, if a featured model $F \in FM(K')$ is X-closest to $K$ and does not satisfy $\alpha$, then there exists a featured model $F' \in FM(K')$ of polynomial size that is X-closest to $K$ and does not satisfy $\alpha$.

Given the above lemmas, we are ready to prove Theorem 5.1.

**Proof of Theorem 5.1** (Hardness) It follows from the complexity of propositional revision. In particular, a propositional formula $\varphi$ can be transformed into a DL-Lite$^{N}$ concept description $C_{\varphi}$ in a straightforward way: each propositional variable $p$ is replaced by a unique concept name $A_p$, $\land$ is replaced with $\sqcap$, and $\lor$ is replaced with $\sqcup$. The revision of $\varphi$ by $\phi$ can be reduced to the revision of DL-Lite$^{N}$ KB $K_\varphi = \langle \emptyset, \{C_{\alpha}(a)\} \rangle$ by $K_\phi = \langle \emptyset, \{C_{\alpha}(a)\} \rangle$, where $\alpha$ is a new individual name. Note that in this case, P-revision and S-revision coincide. That is, $\omega$ is a minimal distance between $\varphi$ and $\phi$ iff $\{A_p | p \in \omega\}$ is a minimal P-distance between $K_\varphi$ and $K_\phi$, iff $\emptyset, \{A_p(a) | p \in \omega\}$ is a minimal S-distance. Thus, a Revision Entailment in propositional logic can be reduced to a Revision Entailment problem in DL-Lite$^{N}$.

(Membership) A decision algorithm for the complementary problem $K \circ K' \not\models \alpha$ can be described as follows:

Step 1: Guess two featured interpretations $F$ and $F'$. By Lemma 5.4, it is without loss of generality to assume that the sizes of $F$ and $F'$ are bounded by a polynomial of $m + n$ where $m = |S_R|$ and $n = |S_I|$. Then, (1) check that $F$ and $F'$ are featured models of $K$ and $K'$, respectively; and (2) check that $F'$ does not satisfy $\alpha$.

Step 2: Check whether $K$ is inconsistent, which can be done with an NP-oracle [Artale et al. 2009]. If it is the case, then $F'$ is in $FM(K \circ K')$ and $K \circ K' \not\models \alpha$. Otherwise, check that there does not exist a pair of featured interpretations $F_1$ and $F_1'$ such that (i) the sizes of $F_1$ and $F_1'$ are bounded by a polynomial of $m + n$; (ii) $F_1$ and $F_1'$ are featured models of $K$ and $K'$, respectively; and (iii) $F_1$ and $F_1'$ witness the non-minimality of the P-distance (or S-distance) between $F$ and $F'$.

Overall, as the sizes of $F$ and $F'$ are polynomially bounded, the checks in Step 1 (1) and (2) can be done in polynomial time. Step 2 is conducted by an NP-oracle. In particular, the algorithm guesses $F_1$ and $F_1'$, and perform checks (i)–(iii) in polynomial time. Thus, the overall complexity of the decision algorithm is in $\Sigma^P_{2}$.

### 5.2. Revision Algorithms

In what follows, we introduce a deterministic algorithm for computing the MA of our revisions. This algorithm works for both P-revision and S-revision. From the above discussions on complexity, we observe that it suffices to consider featured models of polynomial sizes (Lemma 5.3), which we will refer to as representative featured models. Let $|S_R| = m$ and $|S_I| = n$, then each representative featured model contains at most $4m + 2n$ types. We have shown that representative featured models cover all minimal distances, i.e., for each minimal distance between two KBs, there is a pair of representative featured models of respective KBs with the same distance. We apply this result in
Algorithm 1 Compute representative featured models of a KB

Input: a KB $\mathcal{K} = (\mathcal{T}, \mathcal{A})$ and a signature $\mathcal{S}$ covering $\mathcal{K}$
Output: a set $\text{Rep}(\mathcal{K})$ of representative featured models of $\mathcal{K}$

1: initially, assign $\text{Rep}(\mathcal{K}) := \emptyset$;
2: compute the set $\Xi_\mathcal{T}$ of all $\mathcal{S}$-types satisfying $\mathcal{T}$;
3: repeat
4: compute a Herbrand set $\mathcal{H}$ such that $R\mathcal{A}_+^+(\mathcal{A}) \subseteq \mathcal{H}$ and $\mathcal{H} \cap R\mathcal{A}_-^+(\mathcal{A}) = \emptyset$, and
5: for each $a \in \mathcal{S}_I$, $\tau^\mathcal{H}(a) \in \Xi_\mathcal{T}$ and $\tau^\mathcal{H}(a)$ satisfies $C$ for every $C(a) \in \mathcal{A}$;
6: assign $\Xi := \{ \tau^\mathcal{H}(a) \mid a \in \mathcal{S}_I \}$;
7: add $k$ types from $\Xi_\mathcal{T}$ to $\Xi$, for $0 \leq k \leq 2m + n + 2$;
8: repeat
9: if $\exists R$ occurs in $\Xi$ and $\exists R^-$ does not then add a type in $\Xi_\mathcal{T}$ containing $\exists R^-$ to $\Xi$;
10: end if
11: until $\Xi$ does not change
12: add $\langle \Xi, \mathcal{H} \rangle$ to $\text{Rep}(\mathcal{K})$;
13: until all such pairs $\langle \Xi, \mathcal{H} \rangle$ are in $\text{Rep}(\mathcal{K})$

computing the MA of our revisions. In particular, we show that constructing only representative featured models (with minimal distances) is sufficient for computing the MA of revision.

We first introduce a method that computes representative featured models of a KB (ref. Algorithm 1), and then show how the MA of revision can be constructed via such featured models. For an ABox A, denote $R\mathcal{A}_+^+(\mathcal{A}) = \{ P(a, b) \mid P(a, b) \in \mathcal{A}, P \in \mathcal{S}_R, \text{and } a, b \in \mathcal{S}_I \}$ and $R\mathcal{A}_-^+(\mathcal{A}) = \{ \neg P(a, b) \mid P(a, b) \in \mathcal{A}, P \in \mathcal{S}_R, \text{and } a, b \in \mathcal{S}_I \}.

Algorithm 1 repeatedly adds pairs $\langle \Xi, \mathcal{H} \rangle$ to $\text{Rep}(\mathcal{K})$, and each $\langle \Xi, \mathcal{H} \rangle$ is a featured model of $\mathcal{K}$ with linearly many types. This can be seen as follows: $\langle \Xi, \mathcal{H} \rangle$ is a featured interpretation (Lines 9–12 and Line 7 for Conditions (1) and (2) of Definition 3.10, respectively), and satisfies both $\mathcal{A}$ (Lines 5 and 6 for the satisfaction of the role assertions and the concept assertions in $\mathcal{A}$, respectively) and $\mathcal{T}$ (Lines 6–10, all the types in $\Xi$ are from $\Xi_\mathcal{T}$ and hence satisfy $\mathcal{T}$). Algorithm 1 returns $\emptyset$ if and only if $\mathcal{K}$ is inconsistent. The number of types in $\Xi$ is at most $4m + 2n + 2$, as the numbers of types added to $\Xi$ are at most $n$ at Line 7, at most $2m + n + 2$ at Line 8, and at most $2m$ at Lines 9–12. Note that at Line 8, every possible set of $k$ types is added to $\Xi$, so that all the desired featured models (containing at most $4m + 2n + 2$ types) are included in $\text{Rep}(\mathcal{K})$. Informally, a maximal $4m + 2n$ types are needed to cover all minimal distances (see $\mathcal{F}_\mathcal{P}$ and $\mathcal{F}_\mathcal{S}$ in Lemma 5.3, and an additional 2 types are needed to ensure Condition (2) in Proposition 5.5, see its proof).

As the number of representative featured models is (single) exponential w.r.t. the size of the KB, Algorithm 1 takes exponential time to compute $\text{Rep}(\mathcal{K})$. In practice, when Algorithm 1 is used to compute revision, the algorithm can be largely optimised with the information from another KB $\mathcal{K}'$. That is, each time one can generate in parallel a pair of featured models in respectively $\text{Rep}(\mathcal{K})$ and $\text{Rep}(\mathcal{K}')$, such that the two featured models have a minimal distance. In this way, not all the featured interpretations in $\text{Rep}(\mathcal{K})$ have to be generated.

The following proposition states the desired properties of $\text{Rep}(\mathcal{K})$. For another KB $\mathcal{K}'$ and $X = P$ or $S$, we define the minimal $X$-distances between $\text{Rep}(\mathcal{K})$ and $\text{Rep}(\mathcal{K}')$ in an analogous way to that between $\mathcal{K}$ and $\mathcal{K}'$, by replacing $\text{FM}(\mathcal{K})$ and $\text{FM}(\mathcal{K}')$ in the initial definition with $\text{Rep}(\mathcal{K})$ and $\text{Rep}(\mathcal{K}')$, respectively. Let $\text{Select}_X(\mathcal{K}, \mathcal{K}')$ be the set of featured models $\mathcal{F}$ in $\text{Rep}(\mathcal{K}')$ such that there exist some featured models $\mathcal{F}$ in $\text{Rep}(\mathcal{K})$ and the $X$-distance between $\mathcal{F}$ and $\mathcal{F}'$ is minimal between $\text{Rep}(\mathcal{K})$ and $\text{Rep}(\mathcal{K}')$.

**Proposition 5.5.** Given a KB $\mathcal{K}$ and a signature $\mathcal{S}$, let $|\mathcal{S}_R| = m$ and $|\mathcal{S}_I| = n$. Suppose Algorithm 1 returns $\text{Rep}(\mathcal{K})$, then the following conditions hold:

1. $\text{Rep}(\mathcal{K}) \subseteq \text{FM}(\mathcal{K})$ and each featured model in $\text{Rep}(\mathcal{K})$ has at most $4m + 2n + 2$ types.
(2) For another KB $K'$ on $S$ and $X = P$ or $S$. Select$_X(K, K') \subseteq FM(K \circ_X K')$; and for each $F \in FM(K \circ_X K')$ and a type $\tau$ in $F$, there exists $F' \in$ Select$_X(K, K')$ that has the same Herbrand set as $F$ and contains $\tau$.

The second half of Proposition 5.24 states that while Select$_X(K, K')$ is a subset of $FM(K \circ_X K')$, the types and Herbrand sets occurring in $FM(K \circ_X K')$ are contained in Select$_X(K, K')$. This property is crucial for the computation of the MA of revision through representative featured models.

Now, we show that the MA of $K \circ_X K'$, with $X = P$ or $X = S$, can be computed from Rep($K$) and Rep($K'$). The following algorithm (ref. Algorithm 3) constructs the MA of $K \circ_X K'$ from Select$_X(K, K')$. Indeed, the algorithm is applicable to any revision operator with a valid definition of Select$_X(K, K')$, and the MA construction applies to an arbitrary set $P$ of featured interpretations. For an $S$-type $\tau$, denote $Con(\tau) = \bigcap_{B \in P} B \bigcap \bigcap_{B \in B} \neg B$.

Algorithm 2: Compute the MA of revision

Input: two KBs $K$ and $K'$, and $S = \text{sig}(K \cup K')$
Output: MA($K \circ_X K'$)

1: initially, assign $T := \emptyset$ and $A := \emptyset$;
2: compute Select$_X(K, K')$ as a set of featured models $\{\langle \Xi_1, H_1 \rangle, \ldots, \langle \Xi_n, H_n \rangle\}$;
3: for each $S$-type $\tau$ not occurring in any $\Xi_i (1 \leq i \leq n)$ do add axiom $Con(\tau) \sqsubseteq \bot$ to $T$;
4: end for
5: for each individual $a \in S$ do add assertion $\bigcup_{1 \leq i \leq n} Con(\tau_i)(a)$ to $A$ with $\tau_i = \tau^{H_i}(a)$;
6: end for
7: for each role assertion $P(a, b) \in \bigcap_{1 \leq i \leq n} RA(H_i)$ do add $P(a, b)$ to $A$;
8: end for
9: for each role assertion $P(a, b)$ on $S$ s.t. $P(a, b) \notin \bigcup_{1 \leq i \leq n} RA(H_i)$ do add $\neg P(a, b)$ to $A$;
10: end for
11: return MA($K \circ_X K'$) := $\langle T, A \rangle$

Theorem 5.6. Given two consistent KBs $K$ and $K'$, Algorithm 2 returns the MA of $K \circ_X K'$, where $X = P$ or $X = S$.

Proof. Let $K^*$ be the KB output by a slightly changed version of Algorithm 2 by replacing Select$_X(K, K')$ with $FM(K, K')$. We first show that $K^*$ is the MA of $K \circ_X K'$. Clearly, $K^*$ is over $S$. In the same way as the proof of Proposition 5.24, it can be verified that for each featured model $F$ in $FM(K \circ_X K')$, $F$ satisfies $K^*$. That is, $FM(K \circ_X K') \subseteq FM(K^*)$. We only need to show that for any KB $K''$ over $S$ such that $FM(K \circ_X K') \subseteq FM(K'')$, $FM(K^*) \subseteq FM(K'')$.

Suppose $K'' = \langle T'', A'' \rangle$. Since we assume each $\langle \Xi_i, H_i \rangle$ in Algorithm 3 is from $FM(K, K')$, $\langle \Xi_i, H_i \rangle$ satisfies $T''$ and $A''$ for $1 \leq i \leq n$. We want to show that each featured model $F = \langle \Xi, H \rangle$ of $K^*$ also satisfies $T''$ and $A''$. Firstly, $\Xi \subseteq \bigcup_{1 \leq i \leq n} \Xi_i$. Suppose otherwise, there exists a type $\tau \in \Xi \backslash \bigcup_{1 \leq i \leq n} \Xi_i$. From Line 5 of Algorithm 3 $Con(\tau) \sqsubseteq \bot$ is in $T$. However, $\tau$ does not satisfy $Con(\tau) \sqsubseteq \bot$, and thus $F$ does not satisfy $T$, which is a contradiction. Now, we have shown that $\Xi \subseteq \bigcup_{1 \leq i \leq n} \Xi_i$. Since each type in $\Xi_i$ satisfies $T''$ for $1 \leq i \leq n$, all the types in $\Xi$ satisfy $T''$. That is, $F$ satisfies $T''$. Secondly, for each concept assertion $C(a)$ in $A''$, we want to show that $F$ satisfies $C(a)$. In Line 5, $\bigcup_{1 \leq i \leq n} Con(\tau_i)(a)$ is added into $A$, and thus $\tau^H(a)$ must satisfy concept $\bigcup_{1 \leq i \leq n} Con(\tau_i)$. Then, $\tau^H(a) = \tau_i$ must hold for some $1 \leq i \leq n$, as otherwise $\tau^H(a)$ would satisfy $\neg Con(\tau_i)(a)$. That is, $\tau^H(a) = \tau^H_i(a)$. Since $F_i$ satisfies $C(a)$ in $A''$ and thus $\tau^H_i(a)$ satisfies $C$, $F$ also satisfies $C(a)$. Finally, for each role assertion $R(a, b)$ in $A''$, we want to show that $F$ satisfies $R(a, b)$. Since $F_i$ satisfies $R(a, b)$, $R(a, b) \in H_i$ for $1 \leq i \leq n$. $R(a, b)$ is added to $A$ in Line 7, and thus $F$ satisfies $R(a, b)$. Similarly, for each role assertion $\neg R(a, b)$ in
\( A'' \), \( P(a, b) \not\in H_i \) for \( 1 \leq i \leq n \) and \( \neg R(a, b) \) is added to \( A \) in Line 9. Thus, \( F \) satisfies \( \neg P(a, b) \).

We have shown that \( F \) satisfies both \( T'' \) and \( A'' \). Thus, \( \text{FM}(K^*) \subseteq \text{FM}(K'') \).

Now, by replacing \( \text{FM}(K, K') \) back with \( \text{Select}_X(K, K') \), we want to show that \( K^* \) is still returned by Algorithm 2. From Proposition 5.5 \( \text{Select}_X(K, K') \subseteq \text{FM}(K, K') \). Suppose \( \text{FM}(K, K') \setminus \text{Select}_X(K, K') = \{ \Xi'_j \mid 1 \leq j \leq m \} \). By Proposition 5.5, each \( H'_j \) (1 \( \leq j \leq m \)) equals some \( H_i \) (1 \( \leq i \leq n \)) in \( \text{Select}_X(K, K') \). Hence, omitting \( H'_j \)'s does not affect Lines 5–10, and hence does not affect the output. For each \( \Xi'_j \) (1 \( \leq j \leq m \)) and each type \( \tau \in \Xi'_j \), again by Proposition 5.5 \( \tau \in \Xi_i \) for some 1 \( \leq i \leq n \). That is, \( \bigcup_{1 \leq j \leq m} \Xi'_j \subseteq \bigcup_{1 \leq i \leq n} \Xi_i \). Again, \( \Xi'_j \)'s does not affect Lines 3–4, and hence does not affect the output. We have shown that \( K^* \) is the output of Algorithm 2.

Algorithm 2 runs in (single) exponential time with respect to the size of the initial KBs, and the result of revision may have an exponential blow up. It is not surprising, as even in the case of propositional logic, the size of the revision (under Satoh’s revision operator in particular) is not polynomial in the size of the input, unless the polynomial hierarchy collapses [Cadoli et al. 1999]. While some other optimization techniques have been developed in a prototype implementation [Cobby et al. 2011] as a plug-in of Protégé, the algorithm is still not very efficient at this moment and thus one future issue would be developing more efficient algorithms for our revision operators.

6. RELATED WORK

A number of approaches to DL ontology revision have been proposed in the literature and these specific revision operators can be roughly classified into two categories: syntax-based and model-based revision approaches. According to the restrictions on the initial and new knowledge considered, these approaches can also be classified in a different dimension: TBox revisions (i.e., ABoxes are empty in \( K \) and \( K' \)), ABox revisions (i.e., \( K \) has an empty or fixed TBox and \( K' \) has an empty TBox), and general KB revisions (i.e., both \( K \) and \( K' \) may contain non-empty TBoxes and ABoxes). Compared to some existing ontology revision approaches that are close to our approach, our revision operators are the only ones that enjoy all of the following three properties:

— It allows the revision of a KB by another KB (with both a TBox and an ABox).
— It has a model-theoretic justification of minimal change, and preserves implicit knowledge at a degree.
— The result of revision is unique (up to semantic equivalence).

A syntax-based revision usually attempts to revise \( K \) with \( K' \) by removing a minimal set of axioms from \( K \) that are responsible for the contradiction to \( K' \), before adding \( K' \). This idea was first briefly discussed for DL KB revision in [Haase and Stojanovic 2005] and then further pursued in [Qi et al. 2008] which focuses on TBox revision and on resolving incoherence (instead of inconsistency). A similar idea is used to study (non-AGM) rationality postulates and representation theorems for KB revision in [Ribeiro and Wassermann 2009]. The definition of a syntax-based operator for ontology revision is usually coupled with a relatively efficient algorithm for computing revision, and it can preserve the original syntactic structure of the initial KB, which is useful for some practical applications. On the other hand, most syntax-based approaches to ontology revision lack of a suitable semantic justification, that is, there is no semantic measure for the closeness between the initial ontology and the result of revision (a new ontology). This is partially reflected in their inability of preserving any implicit knowledge. For example, given \( K = \{ \text{Student} \sqsubseteq \text{Person}, \text{Student}(\text{John}) \} \), the revision of \( K \) by \( K' = \{ \neg \text{Student}(\text{John}) \} \) by syntax-based approaches in [Haase and Stojanovic 2005, Ribeiro and Wassermann 2009] will discard implicit information \( \text{Person}(\text{John}) \), although it is not a source of the contradiction. On the other hand, both of our revision operators preserve \( \text{Person}(\text{John}) \). Also, Example 4.11 and the example in Section 4.4 show that our revision can revise axioms, whereas syntax-based ones like [Haase and Stojanovic 2005, Ribeiro and Wassermann 2009] cannot.
It is argued in [Cuenca Grau et al. 2012] that a revision operator should (maximally) preserve implicit knowledge in the initial KB \( \mathcal{K} \). In order to achieve this, some more recent works, such as [Calvanese et al. 2010; Cuenca Grau et al. 2012], advocate to define syntax-based ontology revision on the deductive closure \( \text{cl}(\mathcal{K}) \) of \( \mathcal{K} \) instead of \( \mathcal{K} \) itself. This of course relies on the finiteness of the deductive closure, with the exception of some special cases (e.g., the contraction operator in [Cuenca Grau et al. 2012] for a fragment of \( \mathcal{EL} \) that admits infinite deductive closures). However, another issue remains, that is, there may not exist a unique optimal solution to syntax-based revision [Calvanese et al. 2010], since often a number of minimal sets of axioms in \( \mathcal{K} \) are responsible for the contradictions. For instance in Example 4.2 a syntax-based revision operator like those in [Calvanese et al. 2010; Cuenca Grau et al. 2012] have at least three options: removing PhDStudent \( \subseteq \) Student, removing Student \( \subseteq \neg \exists \text{hasStaffID} \), and removing PhDStudent(John), respectively, resulting in at least three results of revision. Although a few special cases of DL-Lite ABox revision admit unique optimal solutions [Calvanese et al. 2010; Lenzerini and Savo 2011], these approaches either do not address KB revision [Lenzerini and Savo 2011], or exhibit non-deterministic behaviours when handling KBs [Calvanese et al. 2010; Cuenca Grau et al. 2012]. In contrast to most syntax-based revision, the result of our revisions with MA is always unique (up to semantic equivalence).

A model-based approach addresses ontology revision and minimal change from a model-theoretic perspective: since each model of the result of revision needs to satisfy the new knowledge \( \mathcal{K}' \), a model-based operator usually collects the set \( \mathcal{M} \) of models of \( \mathcal{K}' \) that are closest (w.r.t. a definition of distance) to the models of \( \mathcal{K} \), and defines the result of revision to be the KB axiomatising \( \mathcal{M} \). The approaches proposed in [Giacomo et al. 2009; Qi and Du 2009; Liu et al. 2011; Kharlamov et al. 2013; Qi et al. 2015] can be classified as model-based revisions. While [Qi and Du 2009] follows the classical belief revision approach, where closeness is measured w.r.t. the whole set of models of \( \mathcal{K} \), [Giacomo et al. 2009; Liu et al. 2011] adopt the classical belief update approach and measure closeness w.r.t. individual models of \( \mathcal{K} \). Moreover, [Kharlamov et al. 2013] studies both ontology revision and update, and shows that both approaches coincide when revising ABoxes in a fragment of DL-Lite and under a certain notion of distance. In this paper, we focus on the belief revision approach.

A model-based revision provides a natural semantic justification for minimal change (through model distance) and the result of revision is uniquely defined (up to semantic equivalence). Two important and challenging questions for these approaches are how to address the inexpressibility issue and how to compute (or approximate) the result of revision [Kharlamov et al. 2013]. The existing approaches have answered the two questions only for some restricted cases. Approaches to ABox revision are proposed in [Giacomo et al. 2009; Liu et al. 2011; Kharlamov et al. 2013; Qi et al. 2015], and a proposal for TBox revision is provided in [Qi and Du 2009]. It is worth mentioning that simply combining TBox revisions and ABox revisions cannot handle the general KB revision task—for example, it cannot handle the case where \( \mathcal{K} \) contains a non-empty ABox and \( \mathcal{K}' \) contains a non-empty TBox. In this paper, the P*-revision is defined in a similar way as [Qi and Du 2009] and the symbol-based revision in [Kharlamov et al. 2013], but for general KBs. Corollary 4.8 connects our P-revision and the model-based P*-revision. While Example 4.9 shows that these two do not coincide in general, they have the same MA. Hence, through our algorithm for computing the MA of P-revision, we provide to the best of our knowledge, the first algorithm to compute the MA of model-based revision for general KBs.

Besides defining specific revision operators, there have been some efforts to capture ontology revision by adapting the AGM postulates [Alchourrón et al. 1985]. In [Flouris et al. 2005], the authors adapt the AGM postulates for belief contraction to DLs and study conditions for a contraction operator defined in DLs to be compliant with these postulates. It is shown that for many DLs including DL-Lite, a result of AGM-compliant contraction may not be expressible in the same DLs. While in propositional logic, belief revision can be defined via belief contraction [Alchourrón et al. 1985], it is not straightforward to define ontology revision operators through contraction, largely due to the lacking of a well-defined notion of axiom negation. While [Flouris et al. 2006] attempts to address...
this issue, no concrete revision operator is defined. A set of adapted AGM postulates for ontology revision is introduced in [Qi et al. 2006], but the proposed revision operator is syntactic and thus only satisfies a weakened version of the postulates. The AGM theory has also been studied in general logics that cover most DLs [Ribeiro et al. 2013; Zhuang et al. 2015], yet no concrete operators were provided.

Under different assumptions and settings, some other actively studied but loosely related approaches include ontology debugging, repair, interactive revision, action formalisms, and inconsistency-tolerant reasoning. Ontology debugging and repair methods [Kalyanpur et al. 2005; Schlobach et al. 2007] are able to pin down the sources of contradictions, and can be used as supporting tools for ontology revision. Yet these approaches themselves do not provide a revision mechanism. An interactive revision tool [Nikitina et al. 2012] can assist human users in evaluating the plausibility of axioms, and the ontology can then be revised by the users via approving or declining the evaluated axioms. Such a revision process is not fully automated and the users are not assisted in correcting/refining axioms. DL-based action formalisms [Baader et al. 2005; Baader et al. 2010] use ABoxes to describe states of the world (before and after actions) and TBoxes to describe background knowledge. These proposals concern the use of ontologies in formalising actions, rather than the change of ontologies. Finally, inconsistency-tolerant approaches [Rosati et al. 2012; Lukasiewicz et al. 2012; Bienvenu and Rosati 2013] handle inconsistency by reasoning over repairs of an inconsistent ontology but do not make changes to the ontology.

7. CONCLUSION
Motivated by the emerging need in ontology engineering and maintenance and the lack of sufficient tool support, our work aims to shed new light to the global effort of developing automated ontology change mechanisms. To provide a balanced approach between the extant syntax-based and model-based approaches, which both have their advantages and limitations, we have introduced the notion of featured interpretations, based on which an alternative semantics for DL-Lite is defined. The structure of a featured interpretation extends that of a classical Herbrand model and that of a DL-Lite type, by allowing a Herbrand set to capture the ABox and a set of types to capture the TBox. Unlike classical models of DLs, each featured model is a finite structure and the number of featured models for a DL-Lite KB is also finite. Moreover, we have shown that the semantics determined by featured models coincides with classical semantics with respect to almost all major reasoning tasks for DL-Lite. Also, we studied the expressibility of featured interpretations; that is, whether and when a set of featured interpretations can be axiomatised via a DL-Lite KB. As a result, our new semantics is another step towards a balanced approach to ontology change, by potentially providing a unified framework for developing ontology change methods including revision, contraction, update, merging, and forgetting.

We have demonstrated how to use our new semantics to cast propositional belief revision techniques to handle general DL-Lite ontology revision tasks (where the initial KB and the new KB both consist of TBoxes and ABoxes). In particular, we have defined two specific operators for DL-Lite\textsuperscript{\textbullet}, based on two notions of distance: one captures the intuition of a classical model distance and the other is more fine-grained. The rationality of our revision operators are justified by adapted AGM postulates, and their applicability is shown via a case study. As the result of revision is in general a disjunctive KB, we studied the maximal approximation of revision (as a single KB) in DL-Lite. The approximated KB is sufficient in practice as it coincides with the result of revision whenever it is expressible; and the approximated KB behaves exactly as the result of revision with respect to almost all major reasoning tasks for DL-Lite. We have developed algorithms to compute maximal approximations of ontology revisions, which would be far from straightforward if our approach were based on DL models. An important result of this paper is that the complexity of our revision operators is on the same level as major revision operators in propositional logic. We note that other propositional change operators, for example Dalal’s revision, belief contraction and update can also be adapted to DL-Lite based on our semantics in a similar manner.
There are several interesting issues that we are currently working on or that remains for future work. First, while the new semantics provides a finite semantic characterisation for DL-Lite, which is a big step from classical models to more compact semantic characterisations, the structure of featured interpretations can be further simplified in special cases. In particular, if we confine ourselves to only TBoxes or only ABoxes change, then type-based and Herbrand set-based semantics will be sufficient, respectively. However, the definition of a type-based semantics is non-trivial given the issues shown in Example 3.9. Some continuing research on this direction shows promising results [Zhuang et al. 2014] [Wang et al. 2015]. Second, although the definition of featured interpretations can be applied to more expressive DLs that allow unbounded nesting of quantifications (with the definition featured models also adapted), the corresponding semantics will be less faithful in capturing the classical semantics of the corresponding DLs. Thus, it would be interesting to extend our semantic characterisation to other DLs. Instead of tweaking an individual DL, it would be an interesting research topic to develop a characterisation for a (relatively large) class of DLs. This is challenging as although types have been defined for more expressive DLs [Ghilardi et al. 2006], the structure of a type is very complex. Third, the implementation of our revision operators is still not scalable, which is not surprising given the complexity of revision even in propositional case. However, given that the current implementation is still at a preliminary stage, there is a lot of space for optimisations. Some recent progress include [Qi et al. 2015], where graph database techniques are employed to develop an efficient ABox revision system. Fourth, we plan to study some other properties of our revision operators to better understand their relations with classical belief revision. For instance, it would be interesting to develop a presentation theorem for KB revision similar as the one for TBox revision [Zhuang et al. 2014]. Finally, we are working on merging and para-consistency reasoning for DL-Lite KBs.
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A. PROOFS FOR SECTION 3

Lemma 3.3. Given an interpretation $\mathcal{I}$ over $\mathcal{S}$, for $d_1, d_2 \in \Delta^\mathcal{I}$, if $d_1$ and $d_2$ are type-equivalent, then $d_1 \in C^\mathcal{I}$ iff $d_2 \in C^\mathcal{I}$ for each concept $C$ over $\mathcal{S}$.

Proof. We show the lemma by induction.

If $C$ is a basic concept, then $C \in \tau^\mathcal{I}(d_1)$ iff $C \in \tau^\mathcal{I}(d_2)$. Thus, $d_1 \in C^\mathcal{I}$ iff $d_2 \in C^\mathcal{I}$.

Assume that the conclusion is true for concepts $C_1$ and $C_2$, and $C$ is constructed from $C_1$ and $C_2$ in the following two ways:

Case 1. $d \in \neg C_1$. By the induction hypothesis, $d_1 \notin (C_1)^\mathcal{I}$ iff $d_2 \notin (C_1)^\mathcal{I}$. Thus, $d_1 \in C^\mathcal{I}$ iff $d_2 \in C^\mathcal{I}$.

Case 2. $C = C_1 \land C_2$. By the induction hypothesis, $d_1 \in C^\mathcal{I}$ iff $d_2 \in C^\mathcal{I}$ for $i = 1, 2$. Thus, $d_1 \in C^\mathcal{I}$ iff $d_2 \in C^\mathcal{I}$.

Lemma 3.4. Let $C$ be any concept over $\mathcal{S}$. Given an interpretation $\mathcal{I}$ over $\mathcal{S}$, $d \in C^\mathcal{I}$ iff $\tau^\mathcal{I}(d)$ satisfies $C$.

Proof. We show the lemma by induction.

If $C$ is a basic concept, then $d \in C^\mathcal{I}$ iff $\tau^\mathcal{I}(d)$.

Assume that the conclusion is true for concepts $C_1$ and $C_2$, and $C$ is constructed from $C_1$ and $C_2$ in the following two ways:

Case 1. $C = \neg C_1$. By the induction hypothesis, $d \notin (C_1)^\mathcal{I}$ iff $\tau^\mathcal{I}(d)$ satisfies $C_1$. Thus, $d \in C^\mathcal{I}$ iff $\tau^\mathcal{I}(d)$ does not satisfy $C_1$, and hence $\neg C_1$.

Case 2. $C = C_1 \land C_2$. By the induction hypothesis, $d \in C^\mathcal{I}$ iff $\tau^\mathcal{I}(d)$ satisfies $C_i$ for $i = 1, 2$. Thus, $d \in C^\mathcal{I}$ iff $\tau^\mathcal{I}(d)$ satisfies $C$.

Proposition 3.5. Let $C$ be a concept and $\mathcal{T}$ be a role coherent $\mathcal{T}$Box over $\mathcal{S}$. $C$ is satisfiable w.r.t. $\mathcal{T}$ iff $C$ is type-satisfiable w.r.t. $\mathcal{T}$.

Proof. For the “only if” direction, suppose $C$ is satisfiable w.r.t. $\mathcal{T}$, then there exists a model $\mathcal{I}$ of $\mathcal{T}$ and $d \in \Delta^\mathcal{I}$ such that $d \in C^\mathcal{I}$. Note that we also have $d \notin (\neg C_1 \cup C_2)^\mathcal{I}$ for each $C_1 \subseteq C_2 \subseteq \mathcal{T}$, and $\mathcal{T} \models \tau^\mathcal{I}(d)$ satisfies $C$. Also, $\tau^\mathcal{I}(d)$ satisfies $\neg C_1 \cup C_2$ for each $C_1 \subseteq C_2 

For the “if” direction, assume that there exists a type $\tau_0$ satisfying both $\mathcal{T}$ and $C$. Let $\Xi$ be the set of all types satisfying $\mathcal{T}$. For each $\tau \in \Xi$ and $R \in \mathcal{S}_R \cup \mathcal{S}_R^-$, we define $\text{Suc}_R(\tau)$ as follows: if $\exists R \notin \tau$, let $\text{Suc}_R(\tau) = 0$; otherwise, let $\text{Suc}_R(\tau) = n$ for the maximal $n \geq 1$ such that $\geq n R \in \tau$.

We construct a tree-shaped interpretation $\mathcal{T}$ from $\tau_0$ and $\Xi$, where the nodes of $\mathcal{T}$ are domain elements. Each node is labelled with a type in $\Xi$, and each edge is labelled with a role in $\mathcal{S}_R \cup \mathcal{S}_R^-$. We say a node is a $R$-child of its parent node if the edge between them has a label $R$. Moreover, we require that:

— the root node $d_0$ is labelled with $\tau_0$;
— for each node $d$ labelled with $\tau$ and each role $R \in \mathcal{S}_R \cup \mathcal{S}_R^-$, $d$ has $n$ $R$-children $d_i (i = 1, \ldots, n)$, where $n = \text{Suc}_{\mathcal{R}}(\tau) - 1$ if $d$ is an $R^\mathcal{T}$-child itself, and otherwise, $n = \text{Suc}_R(\tau)$; and
— each $R$-child $d_i$ is labelled with a type $\tau_i$ such that $\text{Suc}_{\mathcal{R}}(\tau_i) > 0$.

To show that we can construct a (possibly infinite) tree $T$ satisfying the above three conditions, note that meeting the first condition is straightforward. The third condition requires a type $\tau_i$ containing $\exists R^\mathcal{I}$ in $\Xi$ to label each $R$-child. Since $\mathcal{T}$ is role coherent, for each role name $\mathcal{P}$ in $\mathcal{T}$, both $\exists \mathcal{P}$ and $\exists \mathcal{P}^-$ are satisfiable in $\mathcal{T}$. From the first part of the proof, there exist types $\tau_\mathcal{P}$ and $\tau_{\mathcal{P}^-}$ containing $\exists \mathcal{P}$ and $\exists \mathcal{P}^-$ respectively. That is, $\text{Suc}_{\mathcal{P}}(\tau_\mathcal{P}) > 0$ and $\text{Suc}_{\mathcal{P}^-}(\tau_{\mathcal{P}^-}) > 0$. Hence, we can take $\tau_i = \tau_{\mathcal{P}^-}$ from $\Xi$. For the second condition to be satisfied, we only need to make sure $n \geq 0$. It is clear if $d$ is not an $R^\mathcal{T}$-child; when $d$ is an $R^\mathcal{T}$-child, by the third condition, we have $\text{Suc}_R(\tau) > 0$ and thus $n = \text{Suc}_R(\tau) - 1 \geq 0$.

We define interpretation $\mathcal{I}$ from $\mathcal{T}$ in an obvious way:

— Let $\Delta^\mathcal{I}$ be the set of the nodes in $\mathcal{T}$.
— For each $A \in S_C$, let $A^T = \{d \mid d$ has label $\tau$ containing $A$\}.
— For each $P \in S_R$, let $P^T = \{(d, e) \mid (d, e) has label P or (e, d)$ has label $P^\rightarrow\}$. 

Now, we need to show that $I$ is a model of $T$ satisfying $C$. For each $d \in \Delta^T$, from the definition of $I$, $\tau^T(d)$ is exactly the label of $d$. As $\tau^T(d)$ satisfies $T$, from Lemma 3.4, $d \in (\neg C_1 \cup C_2)^\tau$ for each $C_1 \subseteq C_2 \subseteq T$. That is, $I$ is a model of $T$. Moreover, as $\tau_0$ satisfies $C$, from Lemma 3.4, $d_0 \in C^\tau$. That is, $C$ is satisfiable w.r.t. $T$.

**Proposition 3.8** Let $A$ be an ABox, $C(a)$ be a concept assertion, and $P(a, b)$ be a role assertion over $S$. We have $A \models C(a)$ iff $A \models_h C(a)$, and $A \models P(a, b)$ iff $A \models_h P(a, b)$.

**Proof** We only show the statement for $C(a)$, and that for $P(a, b)$ can be shown in the same way.

For the “if” direction, suppose that $A \not\models C(a)$. Then there exists a model $I$ of $A$ such that $I$ does not satisfy $C(a)$. Let $H$ be the Herbrand set obtained from $I$ as follows:

$$\mathcal{H} = \{B(b) \mid B \in BCS, b \in S_I, b^\tau \in B^T\} \cup \\{P(b, c) \mid P \in S_R, b, c \in S_I, (b^\tau, c^\tau) \in P^T\}.$$

Then, $H$ satisfies $A$ as shown below:

— For each concept assertion $D(b)$ in $A$, as $b^\tau \in D^T$, by Lemma 3.4, $\tau^T(b^\tau)$ satisfies $D$, and since $\tau^H(b) = \tau^T(b^\tau)$, $\tau^H(b)$ satisfies $D$.
— For each role assertion $R(b, c)$ in $A$, as $(b^\tau, c^\tau) \in R^T$, $R(b, c)$ is in $H$.
— For each role assertion $\neg R(b, c)$ in $A$, as $(b^\tau, c^\tau) \not\in R^T$, $R(b, c)$ is not in $H$.

However, since $a^\tau \not\in C^T$, by Lemma 3.4, $\tau^H(a)$ does not satisfy $C$. That is, $H$ does not satisfy $C(a)$, and thus, $A \not\models_h C(a)$.

For the “only if” direction, suppose that $A \not\models_h C(a)$, i.e., there is a Herbrand set $H$ satisfying $A$ but not $C(a)$. We show that $H$ can be extended into an interpretation $I$. Note that $H$ is almost a DL interpretation, except that for each concept assertion of the form $\forall n P(a)$ in $H$, $H$ does not necessarily contain $n$ different role assertions $P(a, b_i)$, which is needed for a DL interpretation but not required by the definition of a Herbrand set. Hence, we need to extend $H$ with such missing role assertions. Recall that for each type $\tau$ and each role $R \in S_R \cup S_R^\tau$, $\text{suc}_R(\tau)$ is defined as in the proof of Proposition 3.5. We extend $H$ into $H^*$ as follows: for each individual $b \in S_I$ and each role $R \in S_R \cup S_R^\tau$, if $R(b, c_i)$ $(i = 1, \ldots, n)$ are all the role assertions of such form in $H$ and $\text{suc}_R(\tau^H(b)) > n$, then add $\text{suc}_R(\tau^H(b)) - n$ role assertions of the form $R(b, c)$ to $H$ where each $c$ is a fresh individual.

We then construct an interpretation $I$ form $H^*$ as follows:

— Let $\Delta^T$ be the set of all individuals in $H$ and the newly introduced individuals.
— For each $b \in S_I$, let $b^T = b$.
— For each $A \in S_C$, let $A^T = \{b \mid A(b) \in H^*\}$.
— For each $P \in S_R$, let $P^T = \{(b, c) \mid P(b, c) \in H^*\}$.

From the construction of $I$, we can see that for each individual $b \in S_I$, the type induced by $b^T$ in $I$, i.e., $\tau^T(b^T)$, is exactly the type of $b$ in $H$, i.e., $\tau^H(b)$.

Then, $I$ satisfies $A$ as shown below:

— For each concept assertion $D(b)$ in $A$, as $\tau^H(b)$ satisfies $D$, and since $\tau^T(b) = \tau^H(b)$, by Lemma 3.4, $b^\tau \in D^T$.
— For each role assertion $R(b, c)$ in $A$, as $(b^\tau, c^\tau) \in R^T$.
— For each role assertion $\neg R(b, c)$ in $A$, as $(b^\tau, c^\tau) \not\in R^T$.

Also, by Lemma 3.4, we have $I$ does not satisfy $C(a)$.

**Proposition 3.13** Given a featured interpretation $F$, there always exists an interpretation $I$ such that $F_I = F$. 
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Proof Suppose $F = (\Xi, \mathcal{H})$, we construct an interpretation $\mathcal{I}$ from $F$ in a similar way as in the proof of Proposition 3.3. The difference here is that we are going to construct a forest $F$ (i.e., a set of trees whose roots are arbitrarily connected) that induces the interpretation $\mathcal{I}$, which is a forest-shaped interpretation.

Given $\tau \in \Xi$ and $R \in \mathcal{S}_R \cup \mathcal{S}_{\overline{R}}$, $\text{suc}_R(\tau)$ is defined in the same way as before. For a Herbrand set $\mathcal{H}$ and an individual $a$ in $\mathcal{H}$, let $\text{suc}_R(a, \mathcal{H}) = \{ b \mid R(a, b) \in \mathcal{H} \}$ be the number of $R$-successors of $a$ in $\mathcal{H}$. $F$ can be divided into two parts, the root part and tree-shaped part. The root part of $F$ consists of all the root nodes which can be interconnected arbitrarily, and in particular, in a non-tree way. The root nodes in $F$ and the edges between them are exactly as follows:

- there is one root node $d_r$, labelled with $\tau$ for each $\tau \in \Xi$;
- there is one root node $d_a$, labelled with $\tau^\mathcal{H}(a)$, for each individual $a$ in $\mathcal{H}$;
- there is an edge labelled with $P$ from root node $d_a$ to another root node $d_b$ iff $P(a, b) \in \mathcal{H}$.

The tree-shaped part of $F$ is constructed in the same way as in the proof of Proposition 3.3. For each node $d$ labelled with $\tau$ and each role $R \in \mathcal{S}_R \cup \mathcal{S}_{\overline{R}}$, the following two conditions must be satisfied:

1. If $d$ has $n$ $R$-children $d_i (i = 1, \ldots, n)$ in the tree-shaped part, then $n = \text{suc}_R(\tau) - k$ with $k$ being the number of all $R$-successors and $R^\overline{\cdot}$-predecessors of $d$ already existing in the root part or of $d$ in $F$.
2. Each $R$-child $d_i$ is labelled with a type $\tau_i$ such that $\text{suc}_{R^\overline{\cdot}}(\tau_i) > 0$.

To show that we can construct a forest $F$ satisfying the above conditions, note that the conditions for the root part is straightforward. For the tree-shaped part, Condition (2) requires a type $\tau_i$ containing $\exists R^\overline{\cdot}$ in $\Xi$ to label each $R$-child. Note that if $d$ has an $R$-child then $\text{suc}_R(\tau) > 0$, that is $\tau$ contains $\exists R$. From the definition of a featured interpretation, there exists a $\tau_{R^\overline{\cdot}} \in \Xi$ containing $\exists R^\overline{\cdot}$, i.e., $\text{suc}_{R^\overline{\cdot}}(\tau_{R^\overline{\cdot}}) > 0$. Hence, we can take $\tau_i = \tau_{R^\overline{\cdot}}$ from $\Xi$. For Condition (1) to be satisfied, we only need to make sure $n \geq 0$. It is clear if $d$ is not an $R^\overline{\cdot}$-child; when $d$ is an $R^\overline{\cdot}$-child, by Condition (2), we have $\text{suc}_{R^\overline{\cdot}}(\tau) > 0$ and hence $n = \text{suc}_R(\tau) - 1 \geq 0$.

We define interpretation $\mathcal{I}$ from $F$ in an obvious way:

- Let $\Delta^\mathcal{I}$ be the set of the nodes in $F$.
- For each $a \in S_I$, let $a^\mathcal{I} = d_a$.
- For each $A \in \mathcal{A}$, let $A^\mathcal{I} = \{ d \mid d \text{ has label } \tau \text{ containing } A \}$.
- For each $P \in \mathcal{P}$, let $P^\mathcal{I} = \{ (d, e) \mid (d, e) \text{ has label } P \text{ or } (e, d) \text{ has label } P^\overline{\cdot} \}$.

From the construction of $\mathcal{I}$, we can see that $\mathcal{I}$ induces $F$. 

Proposition 3.24 For a set $\mathcal{F}$ of featured interpretations, $\mathcal{F}$ is axiomatizable in $\text{DL-Lite}_\ negligible^\mathcal{H}$ if and only if $\mathcal{F}$ is closed under $\uplus$.

Proof Suppose $\mathcal{F} = \{ F_1, \ldots, F_n \}$ with $F_i = (\Xi_i, \mathcal{H}_i)$ ($1 \leq i \leq n$).

The “only if” direction: Suppose $\mathcal{F}$ is axiomatizable in $\text{DL-Lite}_\ negligible^\mathcal{H}$, then there exists a $\text{DL-Lite}_\ negligible^\mathcal{H}$-KB $\mathcal{K}$ such that $\text{FM}(\mathcal{K}) = F$. For each featured interpretation $\mathcal{F}_i = (\Xi_i, \mathcal{H}_i)$ satisfying Conditions (1)–(3) of $\uplus$, we want to show that $\mathcal{F}_i \in \mathcal{F}$. We only need to show that $\mathcal{F}_i \in \text{FM}(\mathcal{K})$, that is, $\mathcal{F}_i$ satisfies $\mathcal{K}$.

- $\Xi$ satisfies $\mathcal{T}$ as each type in $\bigcup_{1 \leq i \leq n} \Xi_i$ satisfies $\mathcal{T}$.
- For each concept assertion $C(a)$ in $\mathcal{A}$, as $C(a, \mathcal{H}) = C(a, \mathcal{H}_i)$ for some $i$ and $\tau^\mathcal{H}_i(a)$ satisfies $C$, we have $\mathcal{H}$ satisfies $C(a)$.
- For each role assertion $P(a, b)$ in $\mathcal{A}$, $P(a, b)$ must be in each $\mathcal{H}_i$, that is, $P(a, b) \in RA(\mathcal{H}_i)$. For each role assertion $\neg P(a, b)$ in $\mathcal{A}$, $P(a, b)$ is not in any $\mathcal{H}_i$, and similarly, $P(a, b) \notin RA(\mathcal{H})$. We have shown that $\mathcal{H}$ satisfies each role assertion in $\mathcal{A}$.
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We have shown that $\mathcal{F}$ is in $\text{FM}(\mathcal{K})$.

The “if” direction: We first construct a KB $\mathcal{K}$ from $\mathbb{F}$, and then show that $\text{FM}(\mathcal{K})$ is exactly $\mathbb{F}$. For a type $\tau$, let $\text{Con}(\tau) = \bigcap_{B \in \mathcal{B}} B \cap \bigcap_{B \in \mathcal{B} \subseteq S_{\tau} \cap B}$. It is clear that $\tau$ satisfies $\text{Con}(\tau)$ and $\tau$ does not satisfy $\text{Con}(\tau')$ for any type $\tau'$ with $\tau' \neq \tau$. Then we can construct $\mathcal{K} = (\mathcal{T}, \mathcal{A}_c \cup \mathcal{A}_r)$ where

$$\mathcal{T} = \{ \top \subseteq \bigcup_{1 \leq i \leq n} \bigcup_{\tau \in \Xi} \text{Con}(\tau) \}.$$

$$\mathcal{A}_c = \{ \bigcup_{1 \leq i \leq n} \text{Con}(\tau_i)(a) \mid a \in S_I, \tau_i = \tau^H_i(a) \}.$$

$$\mathcal{A}_r = \{ \bigcap_{1 \leq i \leq n} \text{RA}(\mathcal{H}_i) \cup \{ \neg P(a, b) \mid P \in S_R, a, b \in S_I, P(a, b) \notin \bigcup_{1 \leq i \leq n} \text{RA}(\mathcal{H}_i) \} \}.$$

For each $\mathcal{F}_i$, similar as above, it is not hard to verify that $\mathcal{F}_i$ satisfies $\mathcal{K}$. That is, $\mathbb{F} \subseteq \text{FM}(\mathcal{K})$.

Conversely, for each featured model $\mathcal{F} = \langle \Xi, \mathcal{H} \rangle$ of $\mathcal{K}$, we show that $\mathcal{F}$ is in $\mathbb{F}$ as follows. We achieve this by showing $\mathcal{F} \in \bigoplus \mathbb{F}$. Since $\mathbb{F}$ is closed under $\bigoplus$, $\mathcal{F}$ is in $\mathbb{F}$. Thus, we have shown $\text{FM}(\mathcal{K}) = \mathbb{F}$. 

**Lemma 3.25** For a KB $\mathcal{K}$ over $\mathcal{S}$ and a KB $\mathcal{K}'$ over $\mathcal{S}'$ such that $\mathcal{K}' \setminus \mathcal{K} = \{ C_U \subseteq \exists U, \exists U' \subseteq D_U \mid U \in \mathcal{S}' \setminus \mathcal{S} \}$ where each $C_U$ and each $D_U$ are over $\mathcal{S}$, an $\mathcal{S}$-featured model $\mathcal{F}$ is an $\mathcal{S}'$-featured model of $\mathcal{K}'$ iff (1) $\mathcal{F}$ is an featured model of $\mathcal{K}$ and (2) $\mathcal{F}$ satisfies concept $D_U$ whenever it satisfies $C_U$ for each $U \in \mathcal{S}' \setminus \mathcal{S}$.

**Proof** We first show the following observation: for an $\mathcal{S}$-featured model $\mathcal{F}$, an $\mathcal{S}'$-extension $\mathcal{F}'$ of $\mathcal{F}$, a concept $C$ over $\mathcal{S}$, and an axiom $\alpha$ over $\mathcal{S}$, $\mathcal{F}$ satisfies $\alpha$ iff $\mathcal{F}'$ satisfies $\alpha$. From the definition of a type satisfying a concept, a type $\tau$ in $\mathcal{F}$ satisfies $\alpha$ iff an (arbitrary) $\mathcal{S}'$-extension of $\tau$ satisfies $\alpha$. Hence, $\mathcal{F}$ satisfies $\alpha$ iff $\mathcal{F}'$ satisfies $\alpha$. Suppose $\alpha$ is a concept inclusion $C \subseteq D$ for each type $\tau$ in $\mathcal{F}$, $\tau$ satisfies $C \subseteq D$ iff $\tau$ satisfies concept $\neg C \cup D$ iff an (arbitrary) $\mathcal{S}'$-extension $\tau'$ of $\tau$ satisfies concept $\neg C \cup D$, iff $\tau'$ satisfies $C \subseteq D$. Hence, $\mathcal{F}$ satisfies $C \subseteq D$ iff $\mathcal{F}'$ satisfies $C \subseteq D$. Similarly, suppose $\alpha$ is an assertion, $\mathcal{F}$ satisfies $\alpha$ iff its Herbrand set $\mathcal{H}$ satisfies $\alpha$, iff the Herbrand set of $\mathcal{F}'$ (that is an $\mathcal{S}'$-extension of $\mathcal{H}$) satisfies $\alpha$, iff $\mathcal{F}'$ satisfies $\alpha$.

To prove the “if” direction of the the lemma, we only need to show that an $\mathcal{S}'$-extension of $\mathcal{F}$ exists that satisfies $\mathcal{K}'$. Suppose $\mathcal{F} = \langle \Xi, \mathcal{H} \rangle$. Let $\mathcal{F}'$ be obtained from $\mathcal{F}$ by the following steps:

(i) For each $U \in \mathcal{S}' \setminus \mathcal{S}$ and each type $\tau$ in $\Xi$, if $\tau$ satisfies $C_U$ then add $\exists U$ to $\tau$.

(ii) If step (i) is triggered then $\mathcal{F}$ satisfies $C_U$. By (2), $\mathcal{F}$ satisfies $D_U$ and there must be a type $\tau'$ in $\Xi$ satisfying $D_U$. Add $\exists U$ to $\tau'$.

(iii) For each $a \in S_I$ and the type $\tau = \tau^H(a)$ induced by $a$, note that $\tau$ is in $\Xi$ by Definition 3.10. If $\exists U$ (or $\exists U^-$) is added to $\tau$ in step (i) (resp. step (ii)), then add $\exists U(a)$ (resp., $\exists U^-(a)$) to $\mathcal{H}$.

We show that $\mathcal{F}'$ is an $\mathcal{S}'$-featured interpretation. For Condition (1) of Definition 3.10 if a type in $\mathcal{F}'$ contains some $\exists U$ then step (i) was triggered, which in turn triggers step (ii). Hence, $\exists U^-$ must be contained by some type in $\mathcal{F}'$. Also, it is clear that Condition (2) of Definition 3.10 is ensured by step (iii). Hence, $\mathcal{F}'$ is an $\mathcal{S}'$-extension of $\mathcal{F}$. We only need to show that $\mathcal{F}'$ satisfies $\mathcal{K}'$. From the above observation, as $\mathcal{F}$ satisfies $\mathcal{K}$, $\mathcal{F}'$ also satisfies $\mathcal{K}$. Also, for each $U \in \mathcal{S}' \setminus \mathcal{S}$, $\mathcal{F}'$ satisfies $C_U \subseteq \exists U$, since each type in $\mathcal{F}'$ satisfying $C_U$ also contains $U$. Further, $\mathcal{F}'$ satisfies $\exists U^- \subseteq D_U$. 
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Proposition 3.26 A set \( F \) of featured interpretations is always DKB-axiomatizable in DL-Lite\( _{\text{bool}}^N \).

Proof We show that for each \( S \)-featured interpretation \( F = (\Xi, \mathcal{H}) \), there exists a DL-Lite\( _{\text{bool}}^N \) KB \( \mathcal{K} \) over an extended signature \( S' = S \cup \{U_\tau \mid \tau \in \Xi\} \), where each \( U_\tau \) is a fresh role name, such that \( \text{FM}(\mathcal{K}) = \{F\} \). Such a KB \( \mathcal{K} = (T, \mathcal{A}_c \cup \mathcal{A}_r) \) can be constructed as follows:

\[
T = \{ \top \subseteq \bigcup_{\tau \in \Xi} \text{Con}(\tau) \} \cup \{ \top \subseteq \exists U_\tau, \exists U_\tau' \subseteq \text{Con}(\tau) \mid \tau \in \Xi \} \\
\mathcal{A}_c = \bigcup_{a \in S_I} \text{CA}(a, \mathcal{H}) \\
\mathcal{A}_r = \text{RA}(\mathcal{H}) \cup \{ \neg P(a, b) \mid P \in S_R, a, b \in S_I, P(a, b) \notin \text{RA}(\mathcal{H}) \}
\]

where \( \text{Con}(\tau) \) is defined as in the proof of Proposition 3.24.

Similar as the proof of Proposition 3.24 one can verify that \( F \) satisfies all the axioms in \( \mathcal{K} \) except for those of the forms \( \top \subseteq \exists U_\tau \) and \( \exists U_\tau \subseteq \text{Con}(\tau) \). Note that \( F \) satisfies each concept \( \text{Con}(\tau) \) as type \( \tau \) in \( F \) satisfies \( \text{Con}(\tau) \). From Lemma 3.25 \( F \) is a featured model of \( \mathcal{K} \). Conversely, for each \( S \)-featured model \( F' = (\Xi', \mathcal{H}') \) of \( \mathcal{K} \), we show that \( F' = F \). For each type \( \tau' \in \Xi' \), since \( \tau' \) satisfies \( \top \subseteq \bigcup_{\tau \in \Xi} \text{Con}(\tau), \tau' \) must satisfy some \( \text{Con}(\tau) \), which implies that \( \tau' = \tau \) for some \( \tau \in \Xi \). That is, \( \tau' \in \Xi \) and \( \Xi' \subseteq \Xi \). Also, for each type \( \tau \in \Xi \), since \( \Xi' \) satisfies \( \top \subseteq \exists U_\tau \) and \( \exists U_\tau \subseteq \text{Con}(\tau) \), there must be a type in \( \Xi' \) that satisfies \( \text{Con}(\tau) \). That is, \( \tau \in \Xi' \) and \( \Xi \subseteq \Xi' \). We have \( \Xi = \Xi' \). Similar as the proof of Proposition 3.24 we can show that \( \mathcal{H} = \mathcal{H}' \).

Hence, \( F' = F \), and we have shown \( \text{FM}(\mathcal{K}) = \{F\} \).

Suppose \( \mathcal{F} = \{F_1, \ldots, F_n\} \), then there is a DKB \( \mathcal{K} = \{\mathcal{K}_1, \ldots, \mathcal{K}_n\} \) such that \( \text{FM}(\mathcal{K}_i) = \{F_i\} \) for \( 1 \leq i \leq n \). That is, \( \text{FM}(\mathcal{K}) = \mathcal{F} \).

Lemma 3.28 Given a set \( M \) of interpretations and a signature \( S \), let \( \mathcal{F} = \{F_I \mid I \in M\} \). The MA of \( \mathcal{F} \) in DL-Lite\( _{\text{bool}}^N \) is exactly the MA of \( M \over S \) in DL-Lite\( _{\text{bool}}^N \).

Proof Suppose DL-Lite\( _{\text{bool}}^N \) KB \( \mathcal{K} \) is the MA of \( \mathcal{F} \), then \( \text{sig}(\mathcal{K}) \subseteq S \). We want to show that \( \mathcal{K} \) is the MA of \( M \). For each interpretation \( I \in M \), since \( F \subseteq \text{FM}(\mathcal{K}), F_I \) satisfies \( \mathcal{K} \). By Corollary 3.16 \( I \) is a model of \( \mathcal{K} \). That is, \( M \subseteq \text{mod}(\mathcal{K}) \). Moreover, for each DL-Lite\( _{\text{bool}}^N \) KB \( \mathcal{K}' \) over \( S \) such that \( M \subseteq \text{mod}(\mathcal{K}') \), from Corollary 3.16 each featured interpretation in \( F \) satisfies \( \mathcal{K}' \). That is, \( F \subseteq \text{FM}(\mathcal{K}') \) and thus \( F \subseteq \text{FM}(\mathcal{K} \cup \mathcal{K}') \). By Proposition 3.18 \( \mathcal{F} \subseteq \text{FM}(\mathcal{K} \cup \mathcal{K}') \). Since \( \mathcal{K} \) is the MA of \( \mathcal{F} \), \( \text{FM}(\mathcal{K}) = \text{FM}(\mathcal{K} \cup \mathcal{K}') \subseteq \text{FM}(\mathcal{K}') \). From Theorem 3.20 \( \mathcal{K} \models \mathcal{K}' \). That is, \( \text{mod}(\mathcal{K}) \subseteq \text{mod}(\mathcal{K}') \). We have shown that \( \mathcal{K} \) is the MA of \( M \).

B. PROOFS FOR SECTION 4

Proposition 4.4 Let \( \mathcal{K}, \mathcal{K}' \) be two consistent DL-Lite\( _{\text{bool}}^N \) KBs and \( \text{sig}(\mathcal{K} \cup \mathcal{K}') \subseteq S \). Then,

\[
\mathcal{K} \circ_P \mathcal{K}' = \{ \text{forget}^U(\mathcal{K}, \Sigma) \cup \mathcal{K}' \mid \Sigma \in \text{MD}_P(\mathcal{K}, \mathcal{K}') \}.
\]

To prove Proposition 4.4, we use the following result from [Wang et al. 2010c]. In particular, an equivalent characterisation of forgetting by featured models is given as follows.
Lemma B.1. Let $K$ be a KB, $\Sigma \subseteq \Sigma_S$ be a set of predicates, and $S' = S \setminus \Sigma$. For a KB $K'$ over $S'$, forget($K, \Sigma$) $\equiv$ $K'$ iff (1) $K$ $\models$ $K'$; and (2) for each model $I'$ $\in$ $\mod(K')$, there exists $I$ $\in$ $\mod(K)$ such that $I$ and $I'$ induce the same $S'$-featured interpretation.

Also, we show the following lemma that states the featured interpretations induced by the DL models of forget($K, \Sigma$) are exactly $\FM$($\mathsf{forget}(\langle K, \Sigma \rangle)$). Recall that DL-Lite$^{\mathsf{bool}}_{\mathsf{p}}$ by introducing new concepts of the form $\exists u.C$ to TBoxes, where $C$ is a concept in DL-Lite$^{\mathsf{bool}}_{\mathsf{p}}$. Given an interpretation $I$, $(\exists u.C) timezone = \Delta$ if $C\not\models I$ and $(\exists u.C) timezone = \emptyset$ if $C\not\models I$.

Lemma B.2. Let $K$ be a KB, $\Sigma \subseteq \Sigma_S$ be a set of predicates. Then, $\FM(\mathsf{forget}(\langle K, \Sigma \rangle)) = \{ F \mid I \in \mod(\mathsf{forget}(\langle K, \Sigma \rangle)) \}$, and $\FM(\mathsf{forget}(\langle K, \Sigma \rangle)) = \{ F \mid F timezone \mathcal{E} F \mathcal{E} I \mathcal{E} \mod(\mathsf{FM}(\langle K, \Sigma \rangle)) \}$.

Proof. Let $K' = \mathsf{forget}(\langle K, \Sigma \rangle)$, $K'' = \mathsf{forget}(\langle K, \Sigma \rangle)$, and $F = \{ F' \mid \mathcal{E} F \mathcal{E} I \mathcal{E} \mod(\mathsf{FM}(\langle K, \Sigma \rangle)) \}$. To show the first half of the lemma, we want to show firstly that for each $I \in \mod(K')$, $F_{K'}$ is a featured model $K''$. By Proposition 3.15, $F_{K'}$ satisfies every axiom in $K''$, and hence satisfies every axiom in $K'$ except for those of the form $C \subseteq \exists u.D$. That is, $F_{K'}$ satisfies every axiom in $K'$ except for $C \subseteq \exists u.D$ and $\exists u.C, D, \subseteq D$. If $F_{K'}$ satisfies $C$, by Proposition 3.15, $C timezone = \emptyset$. Since $I$ is a model of $C \subseteq \exists u.D$, $(\exists u.D) timezone = \emptyset$, and that is, by the semantics of DL-Lite$^{\mathsf{bool}}_{\mathsf{p}}$, $D timezone = \emptyset$ again. By Proposition 3.15, $F_{K'}$ satisfies $D timezone$. That is, $F_{K'}$ satisfies $D timezone$ of $K''$.

Conversely, we want to show that for each $F timezone \in \mathsf{FM}(\langle K, \Sigma \rangle)$, there is a DL model $I timezone$ of $K'$ that induces $F timezone$. By Proposition 3.13, there is a DL model $I timezone$ of $K timezone$ that induces $F timezone$. That is, $I timezone$ satisfies $\exists S timezone$-featured interpretation $F$. By Proposition 3.17, $F timezone \models \mathsf{FM}(\langle K, \Sigma \rangle)$. We want to show that $F timezone timezone \mathcal{E} F$. Suppose $F timezone timezone = \langle \exists S timezone, H timezone \rangle$ and $F timezone = \langle \exists S timezone, H timezone \rangle$. For an $S$-type $\tau$, we denote $\tau timezone | S timezone$, the projection of $\tau$ on $S timezone$, i.e., $\tau timezone | S timezone$ is the maximal subset of $\tau$ using only symbols in $S timezone$. For each $\tau timezone \subseteq \Sigma$, suppose $\tau timezone$ is induced by $d timezone$ in $I timezone$. Then, $\tau timezone timezone$ is induced by $d timezone$ in $I timezone$. Since $I timezone$ and $I timezone timezone$ induce the same $S timezone$-featured interpretation, there exists some $d timezone timezone$ in $\Delta timezone$ such that $d timezone timezone$ induces the same $\tau timezone timezone | S timezone$. Let $\tau timezone$ be the $S$-type induced by $d timezone$ in $I timezone$. Then, $\tau timezone timezone timezone \mathcal{E} \tau timezone$. Similarly, for each $\tau timezone \subseteq \Sigma$, there is a type $\tau timezone \subseteq \Sigma$ such that $\tau timezone timezone \mathcal{E} \tau timezone$. For each $a \in S timezone$, $\tau timezone$ induces the same $S$-type in $\tau timezone timezone$ in $I timezone timezone$. That is, $\tau timezone (a) timezone \mathcal{E} \tau timezone (a) timezone$. Moreover, $P (a, b) \subseteq H timezone$ iff $P (a, b) \subseteq H timezone$ for each $P \subseteq S timezone$ and $a, b \in S timezone$. We have shown that $F timezone timezone timezone \mathcal{E} F timezone$. That is, $F timezone \in \mathcal{E} I \mathcal{E} \mod(\mathsf{FM}(\langle K, \Sigma \rangle)) \subseteq \mathcal{E} F timezone$.

Conversely, we show that $\mathcal{E} \subseteq \{ F timezone \mid I \mathcal{E} \mod(\mathsf{FM}(\langle K, \Sigma \rangle)) \}$. For each $F timezone \in \mathcal{E}$, there exists a featured model $F timezone timezone \in F timezone$ such that $F timezone timezone timezone \mathcal{E} F timezone$ timezone. From Lemma 3.11, $mod(\mathsf{FM}(\langle K, \Sigma \rangle))$, and by Proposition 3.17, $\mathsf{FM}(\langle K, \Sigma \rangle) \subseteq \{ F timezone timezone \mid I \mathcal{E} \mod(\mathsf{FM}(\langle K, \Sigma \rangle)) \}$. Then, $\mathcal{E} \subseteq \{ F timezone \mid I \mathcal{E} \mod(\mathsf{FM}(\langle K, \Sigma \rangle)) \}$. That is, there exists a DL model $I timezone$ of $K timezone$ that induces $F timezone$. By Proposition 3.13, there is a DL interpretation $I timezone$ that induces $F timezone$ and we want to show that $I timezone$ is a model of $K timezone$ too. For each axiom $\alpha timezone$ of $K timezone$ other than those of the form $C \subseteq \exists u.D$, $I timezone$ satisfies $\alpha timezone$ and by Proposition 3.15, $F timezone timezone timezone \mathcal{E} I timezone timezone timezone \mathcal{E} \mod(\mathsf{FM}(\langle K, \Sigma \rangle)) \subseteq \mathcal{E} F timezone timezone timezone$. We have shown that $\mathcal{E} \subseteq \{ F timezone \mid I \mathcal{E} \mod(\mathsf{FM}(\langle K, \Sigma \rangle)) \}$. 


Proof of Proposition 4.4 We first show that $F M(K \circ P K') = \mathbb{F}$ where

$$F = \bigcup_{\Sigma \in \text{MD}(K, K')} \{ F' \in F M(K') \mid F' \sim_{\Sigma} F \text{ for some } F \in F M(K) \}.$$ 

For each $F' \in F M(K \circ P K')$, by the definition of $P$-revision, there is some $F \in F M(K)$ such that $d_p(F, F') \cap \text{MD}(K, K') \neq \emptyset$. Suppose $\Sigma \in d_p(F, F') \cap \text{MD}(K, K')$. Then, by the definition of $P$-distance, $F \sim_{\Sigma} F'$. Hence, $F' \in F$. Conversely, for each $F' \in F$, there is some $\Sigma \in \text{MD}(K, K')$ and some $F \in F M(K)$ such that $F \sim_{\Sigma} F'$. From Proposition 3.18, we have shown that $F M(K \circ P K') = \mathbb{F}$. Note that $F$ is

$$\bigcup_{\Sigma \in \text{MD}(K, K')} \{ F M(K') \cap \{ F' \mid F' \sim_{\Sigma} F \text{ for some } F \in F M(K) \} \}.$$ 

From Lemma B.2 that is,

$$\bigcup_{\Sigma \in \text{MD}(K, K')} (F M(K') \cap F M(\text{forget}^U(K, \Sigma))).$$ 

From Proposition 3.18 we have shown that $K \circ P K' = \{ \text{forget}^U(K, \Sigma) \mid \Sigma \in \text{MD}(K, K') \}$. 

Proposition 4.7 For two KBs $K$ and $K'$, $F M(K \circ P K') = \{ F \mid I \in \text{mod}(K \circ P K') \}$.

To prove Proposition 4.7, we observe that for two DL interpretations $I_1$ and $I_2$ with $d_p(I_1, I_2) = \Sigma$, suppose $I_1$ and $I_2$ induce $F_1$ and $F_2$, respectively, then $F_1 \sim_{\Sigma} F_2$. Moreover, we show the following two lemmas.

**Lemma B.3.** Let $\Sigma \subseteq \Sigma_S$, and $F_1, F_2$ be two featured interpretations s.t. $F_1 \sim_{\Sigma} F_2$. Then, there exist DL interpretations $I_1$ and $I_2$ inducing $F_1$ and $F_2$, respectively, s.t. $d_p(I_1, I_2) = \Sigma$.

**Proof.** Let $F_i = (\Xi_i, \mathcal{H}_i)$ for $i = 1, 2$. By Proposition 3.13 there exists interpretations $I_1$ and $I_0$ inducing $F_1$ and $F_2$, respectively. From the construction in the proof of Proposition 3.13 we can find such interpretations with infinite domains $\Delta_{I_1}$ and $\Delta_{I_0}$, by making infinitely many copies of domain elements. As $F_1 \sim_{\Sigma} F_2$, for each $\tau_1 \in \Xi_1$ there exists a $\tau_2 \in \Xi_2$ such that $\tau_1 \sim_{\Sigma} \tau_2$, and vice versa. We can build an isomorphic mapping $\mu : \Delta_{I_1} \rightarrow \Delta_{I_0}$ between the domain elements of $I_1$ and $I_0$, such that $\tau_{I_1}(d) \sim_{\Sigma} \tau_{I_0}(\mu(d))$ for each $d \in \Delta_{I_1}$. Moreover, $\mu(a_{I_1}) = a_{I_0}$ for each individual $a \in S_I$.

We will construct $I_2$ from $I_1$ and $I_0$ as follows:

- $\Delta_{I_2} = \Delta_{I_1}$;
- for each $a \in S_I$, $a_{I_2} = a_{I_1}$;
- for each concept name $A \in S_C$, if $A \in \Sigma$, $A_{I_2} = \{ d \in \Delta_{I_1} \mid \mu(d) \in \Delta_{I_0} \}$; otherwise if $A \notin \Sigma$, $A_{I_2} = A_{I_1}$;
- for each role name $P \in S_R$, if $P \in \Sigma$, then $P_{I_2} = \{ (d, e) \in \Delta_{I_1} \times \Delta_{I_1} \mid (\mu(d), \mu(e)) \in P_{I_0} \}$; otherwise if $P \notin \Sigma$, $P_{I_2} = P_{I_1}$.

By the construction of $I_2$, it is clear that $d_p(I_1, I_2) = \Sigma$. We only need to show that $I_2$ induces $F_2 = (\Xi_2, \mathcal{H}_2)$.

For each concept name $A \in S_C$ and each domain element $d \in \Delta_{I_1}$, if $A \in \Sigma$, as $A_{I_2} = \{ d \in \Delta_{I_1} \mid \mu(d) \in \Delta_{I_0} \}$, $d \in A_{I_2}$ iff $\mu(d) \in A_{I_0}$. If $A \in S_C \setminus \Sigma$, as $A_{I_2} = A_{I_1}$, $d \in A_{I_2}$ iff $d \in A_{I_1}$. In this case, for $\tau_{I_1}(d) \sim_{\Sigma} \tau_{I_2}(\mu(d))$, $d \in A_{I_2}$ iff $\mu(d) \in A_{I_0}$, and again, $d \in A_{I_2}$ iff $\mu(d) \in A_{I_0}$. Similarly, we can show that for any concept of the form $\geq n R$ over $\Sigma$, $d \in (\geq n R)_{I_2}$ iff $\mu(d) \in (\geq n R)_{I_0}$. Thus, $d$ induces $\tau$ in $I_2$ iff $\mu(d)$ induces $\tau$ in $I_0$ for any $S$-type $\tau$. We have shown that $I_2$ induces exactly $\Xi_2$. 
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For each $B(a) \in \mathcal{H}_2$ with $B$ a basic concept, as shown above, $a^{I_2} \in B^{I_2}$ iff $\mu(a^{I_2}) \in B^{I_0}$. Since $\mu(a^{I_2}) = \mu(a^{I_1}) = a^{I_0}$, $a^{I_2} \in B^{I_2}$ iff $a^{I_0} \in B^{I_0}$. For each $P(a, b)$ or $P^*(a, b)$ in $\mathcal{H}_2$, if $P \in \Sigma$, as $P^{I_2} = \{(d, e) \in \Delta^{I_2} \times \Delta^{I_1} \mid (\mu(d), \mu(e)) \in P^{I_2}\}$, $(a^{I_2}, b^{I_2}) \in P^{I_2}$ iff $(\mu(a^{I_2}), \mu(b^{I_2})) \in P^{I_0}$. That is, $(a^{I_2}, b^{I_2}) \in P^{I_2}$ iff $(a^{I_0}, b^{I_0}) \in P^{I_0}$. If $P \in \mathcal{S}_R \setminus \Sigma$, $P^{I_2} = P^{I_1}$, and thus $(a^{I_2}, b^{I_2}) \in P^{I_2}$ iff $(a^{I_1}, b^{I_1}) \in P^{I_1}$. In this case, from $I_1 \sim_{\mathcal{S}_2} I_2$, $I_1$ satisfies $P(a, b)$ iff $I_0$ satisfies $P(a, b)$. Hence, $(a^{I_2}, b^{I_2}) \in P^{I_2}$ iff $(a^{I_0}, b^{I_0}) \in P^{I_0}$. That is, $(a^{I_2}, b^{I_2}) \in P^{I_2}$ iff $(a^{I_0}, b^{I_0}) \in P^{I_0}$. We have shown that $I_2$ induces exactly $\mathcal{H}_2$.

**Lemma B.4.** Let $\mathcal{K}, \mathcal{K}'$ be two KBs and $S = \text{sig}(\mathcal{K} \cup \mathcal{K}')$. Then, $\text{MD}_P(\mathcal{K}, \mathcal{K}') = \text{MD}_P(\mathcal{K}', \mathcal{K})$.

**Proof.** Let $\Sigma \subseteq \Sigma_S$. Suppose $\Sigma \not\in \text{MD}_P(\mathcal{K}, \mathcal{K}')$, then there are two cases: either there exists no pair of models $I$ and $I'$ of $\mathcal{K}$ and $\mathcal{K}'$, respectively, such that $d_{P'}(I, I') = \Sigma$; or $\Sigma$ is not minimal. In the first case, $\Sigma \not\in \text{MD}_P(\mathcal{K}, \mathcal{K}')$.

Suppose otherwise, $\Sigma \in \text{MD}_P(\mathcal{K}, \mathcal{K}')$. Then there exist models $I$ and $I'$ of $\mathcal{K}$ and $\mathcal{K}'$, respectively, such that $I \sim_{\Sigma} I'$. From Proposition 3.17, $I \subseteq F \in \text{FM}(\mathcal{K})$ and $I' \subseteq F' \in \text{FM}(\mathcal{K}')$. From Proposition 3.17, $F \subseteq F' \in \text{FM}(\mathcal{K})$ and $F' \subseteq F'' \in \text{FM}(\mathcal{K}')$. In the second case, there exist models $I$ and $I'$ of $\mathcal{K}$ and $\mathcal{K}'$, respectively, such that $d_{P'}(I, I') = \Sigma$. Then, from the two featured interpretations $F$ and $F'$ induced by $I$ and $I'$, respectively, $I \sim_{\Sigma} I'$. From Proposition 3.17, $I \subseteq F \in \text{FM}(\mathcal{K})$ and $I' \subseteq F' \in \text{FM}(\mathcal{K}')$. From Proposition 3.17, $I \subseteq F \in \text{FM}(\mathcal{K})$ and $I' \subseteq F' \in \text{FM}(\mathcal{K}')$.

With Lemmas B.3 and B.4, we can show the proof for Proposition 4.7.

**Proof of Proposition 4.7.** For the “$\supseteq$” direction: for each $I \in \text{mod}(\mathcal{K} \cup \mathcal{P}_o \mathcal{K}')$, $I \in \text{mod}(\mathcal{K}')$, and there exists $I' \in \text{mod}(\mathcal{K})$ with $d_{P'}(I, I') = \Sigma$ for some $\Sigma \in \text{MD}_P(\mathcal{K}, \mathcal{K}')$. By Lemma B.4, $\Sigma \in \text{MD}_P(\mathcal{K}, \mathcal{K}')$. Let $F'$ be the featured interpretation induced by $I'$. Then, $I \sim_{\Sigma} I'$. From Proposition 3.17, $F \subseteq F'' \in \text{FM}(\mathcal{K})$. In the proof of Proposition 4.4, we have shown that

$$\text{FM}(\mathcal{K} \cup \mathcal{P}_o \mathcal{K}') = \bigcup_{\Sigma \in \text{MD}_P(\mathcal{K}, \mathcal{K}')} \{F' \subseteq \text{FM}(\mathcal{K}') \mid F \sim_{\Sigma} F' \text{ for some } F \subseteq \text{FM}(\mathcal{K})\}.$$  

Hence, $F \subseteq F'' \in \text{FM}(\mathcal{K} \cup \mathcal{P}_o \mathcal{K}')$.

For the “$\subseteq$” direction: for each $F \subseteq \text{FM}(\mathcal{K} \cup \mathcal{P}_o \mathcal{K}')$, by the above equation, $F \subseteq \text{FM}(\mathcal{K})$ and there exists $F'' \subseteq F \subseteq \text{FM}(\mathcal{K})$ such that $F \sim_{\Sigma} F''$ for some $\Sigma \in \text{MD}_P(\mathcal{K}, \mathcal{K}')$. By Lemma B.4, $\Sigma \in \text{MD}_P(\mathcal{K}, \mathcal{K}')$. Note that we have shown in Lemma B.3 that there exist models $I$ and $I'$ inducing $F$ and $F'$, respectively, such that $d_{P'}(I, I') = \Sigma$. Moreover, $I \in \text{mod}(\mathcal{K}')$ and $I' \in \text{mod}(\mathcal{K})$. Thus, $I \in \text{mod}(\mathcal{K} \cup \mathcal{P}_o \mathcal{K}')$ and $F \subseteq \{F \subseteq \text{FM}(\mathcal{K} \cup \mathcal{P}_o \mathcal{K}') \mid I \in \text{mod}(\mathcal{K} \cup \mathcal{P}_o \mathcal{K}')\}$.

**C. PROOFS FOR SECTION 5**

**Lemma 5.2.** Let $|S_R| = m$ and $|S| = n$. Given a featured interpretation $(\Xi, \mathcal{H})$, a featured interpretation $(\Xi^*, \mathcal{H})$ exists such that (1) $\Xi^* \subseteq \Xi$, (2) $|\Xi^*| \leq 2m + n$, and (3) $(\Xi^* \cup \Xi^*, \mathcal{H})$ is a featured interpretation for any type set $\Xi^* \subseteq \Xi$.

**Proof.** From Definition 3.10, for each role $P \in S_R$, if $\exists P$ occurs in some type in $\Xi$, then $\exists P^-$ must occur in some type in $\Xi$. Let $\Xi_R$ be a minimal subset of $\Xi$ that contains at least one type
containing $\exists P^-$ for each $\exists P$ occurring in $\Xi$, and at least one type containing $\exists P$ for each $\exists P^-$ in $\Xi$. Clearly, $|\Xi_R| \leq 2m$.

Furthermore, $\Xi$ contains a type of $a$ in $H$ for each individual $a$ occurring in $H$. Let $\Xi_1$ be a minimal subset of $\Xi$ that contains at least one type of $a$ for each $a$ in $H$. Let $\Xi^\ast = \Xi_R \cup \Xi_1$, and $|\Xi^\ast| \leq 2m + n$. It is easy to verify from Definition 3.10 that $(\Xi^\ast, H)$ is a featured interpretation.

**Lemma 5.3** Let $|\Xi_R| = m$, $|\Xi_1| = n$, and $F_1 = \langle \Xi_i, H_i \rangle$ $(i = 1, 2)$ be a pair of featured interpretations. Suppose $\Sigma \in d_p(F_1, F_2)$, then a pair of featured interpretations $F'_{i} = \langle \Xi'_{i}, H_i \rangle$ $(i = 1, 2)$ exist, such that for $i = 1, 2$, $F'_{i} \subseteq \Xi_i$, $(2)$ $|\Xi'_{i}| \leq 4m + 2n$, and $(3)$ $\Sigma \subseteq d_p(F_1, F_2)$.

There also exist a pair of featured interpretations $F'_{i} = \langle \Xi'_{i}, H_i \rangle$ $(i = 1, 2)$, such that for $i = 1, 2$, $(1') \Xi'_{1} \subseteq \Xi_i$, $(2') |\Xi'_{i}| \leq 4m + 2n$, and $(3') \Xi'_{1} \triangle \Xi'_{2} \subseteq \Xi_1 \triangle \Xi_2$.

**Proof** For the first half of the lemma, to obtain $\Xi'_{i}$ $(i = 1, 2)$, we first construct $\Xi^\ast_{i}$ $(i = 1, 2)$ as in the proof of Lemma 5.2. Then, each $(\Xi^\ast_{i}, H_i)$ is a featured interpretation and $|\Xi^\ast_{i}| \leq 2m + n$. Since $\Sigma \in d_p(F_1, F_2)$, by the definition of $P$-distance, we have $F_1 \sim P F_2$. That is, for each type $\tau_2 \in \Xi_2$, there is a type $\tau_1 \in \Xi_1$ such that $\tau_1 \sim \tau_2$. Since $\Xi_2 \subseteq \Xi_2$, there is such a $\tau_1$ for each $\tau_2 \in \Xi_2$. Let $\Xi_1$ be a minimal subset of $\Xi_1$ containing such a $\tau_1$ for each $\tau_2 \in \Xi_2$. Hence, $|\Xi_1| \leq 2m + n$. Construct $\Xi'_{i} = \Xi_i \cup \Xi_1$, and it satisfies $(1)$ and $(2)$. Let $\Xi'_{i}$ be constructed in the same way, and it also satisfies $(1)$ and $(2)$. Let $F'_{i} = \langle \Xi'_{i}, H_i \rangle$ for $i = 1, 2$. From Lemma 5.2, both $F'_{i}$'s are featured interpretations. Also, it is easy to verify that $F_1 \sim P F_2$. That is, $\Sigma \subseteq d_p(F_1, F_2)$.

For the second half of the lemma, suppose $\Xi^\ast_{i}$ $(i = 1, 2)$ is obtained as above. Let $\Xi^S_{i} = \Xi^\ast_{i} \cup (\Xi_1 \cap \Xi^\ast_{i})$, and in the same way for $\Xi^S_2$. Then, $\Xi^S_2 \subseteq \Xi_1$, and since $|\Xi^S_1 \cap \Xi^S_2| \leq 2m + n$, $|\Xi^S_1| \leq 4m + 2n$. Similar conditions hold for $\Xi^S_2$, and hence $\Xi^S_1$ and $\Xi^S_2$ both satisfy $(1')$ and $(2')$. Also, it is clear that $\Xi^S_1 \triangle \Xi^S_2 \subseteq \Xi_1 \triangle \Xi_2$, as $\Xi^S_1 \subseteq \Xi_1 \triangle \Xi_2$ and its symmetric. Let $F'_{i} = \langle \Xi^S_{i}, H_i \rangle$ for $i = 1, 2$, and they are both featured interpretations and satisfy $(3')$.

Note that in the above proof, for an arbitrary type $\tau \in \Xi_1$, suppose $\tau$ is added to $\Xi^\ast_{i}$ (and thus $|\Xi^\ast_{i}| \leq 2m + n + 1$), we can still construct $\Xi^S_{i}$ and $\Xi^S_2$ in the same manner, such that $|\Xi^S_1| \leq 4m + 2n + 1$ and $|\Xi^S_2| \leq 4m + 2n + 1$.

**Lemma 5.4** Let $K$ and $K'$ be two KBs and $\alpha$ an axiom. For $P = \Sigma$ or $S$, if a featured model $F \in FM(K')$ is $X$-closest to $K$ and does not satisfy $\alpha$, then there exists a featured model $F' \in FM(K')$ of polynomial size that is $X$-closest to $K$ and does not satisfy $\alpha$.

**Proof** As $F$ is $P$-closest to $K$, there exists a featured model $F_1$ of $K$ such that the $P$-distance between $F$ and $F_1$ is minimal. That is, there exists some $\Sigma \in d_p(F_1, F_1) \cap MD_P(K, K')$. From Lemma 5.3, we can construct $F'_{i}$ and $F'_{i}$ such that $\Sigma \in d_p(F'_{i}, F'_{i})$. That is, $d_p(F'_{i}, F'_{i}) \cap MD_P(K, K') \neq \emptyset$. To conclude that $F'_{i}$ is $P$-closest to $K$, we only need to show that $F'_{i}$ is a featured model of $K$. Yet we first show that $F'_{i}$ is a featured model of $K'$, and $F'_{i}$ being a featured model of $K$ can be shown similarly.

To see that $F'_{i}$ is a featured model of $K'$, since $\Xi'_{i} \subseteq \Xi$, for each concept inclusion $C \subseteq D$ in $K'$, $\Xi$ satisfying $C \subseteq D$ implies that $\Xi'$ satisfies $C \subseteq D$. That is, $F'$ satisfying $C \subseteq D$ implies that $F'$ satisfies $C \subseteq D$. Also, as $F'$ has the same Herbrand set as $F$, for each membership assertion $\beta$ in $K'$, $F'$ satisfying $\beta$ implies that $F'$ satisfies $\beta$. Hence, $F' \in FM(K')$ implies that $F$ satisfies each concept inclusion and membership assertion in $K'$, which implies that $F'$ satisfies each concept inclusion and membership assertion in $K'$, and hence $F'_{i}$ is a featured model of $K'$. Similarly, $F'_{i}$ is a featured model of $K$. Hence, $F'$ is $P$-closest to $K$.

To see that $F'$ does not satisfy $\alpha$, suppose $\alpha$ is a concept inclusion, then by the definition of $F$ (not satisfying $\alpha$), there is a type $\tau$ in $F$ that does not satisfy $\alpha$. By the discussion after the proof of Lemma 5.3, we can assume without loss of generality that $\tau$ is added into $F'_{i}$. Then, as $F'_{i}$ contains $\tau$, and $F'$ does not satisfy $\alpha$. Similarly, if $\alpha$ is a membership assertion, then $F'$ does not satisfy $\alpha$ as $F'$ has exactly the same Herbrand set as $F$. [ACM Transactions on Computational Logic, Vol. V, No. N, Article A, Publication date: January YYYY.]
In the same way, from $\mathcal{F}$ and a featured model $\mathcal{F}_2$ of $\mathcal{K}$ such that the S-distance between $\mathcal{F}$ and $\mathcal{F}_2$ is both F-minimal and H-minimal, we can construct $\mathcal{F}^S$ and $\mathcal{F}_2^S$ that are featured models of $\mathcal{K}'$ and $\mathcal{K}$, respectively, and $\mathcal{F}^S$ does not satisfy $\alpha$. To see that $\mathcal{F}^S$ is S-closest to $\mathcal{K}$ by Lemma 5.3, we show $\mathcal{F}^S$ has the same Herbrand set as $\mathcal{F}$, $\mathcal{F}_2$, and also $\Xi^S \triangle \Xi^S_2 \subseteq \Xi \triangle \Xi S$. Hence, $d_{\mathcal{F}^S}(\mathcal{F}, \mathcal{F}_2)$ is S-closest to $\mathcal{K}$.

**Proposition 5.5** Given a KB $\mathcal{K}$ and a signature $\mathcal{S}$, let $|\mathcal{S}_R| = m$ and $|\mathcal{S}_I| = n$. Suppose Algorithm 1 returns $\text{Rep}(\mathcal{K})$, then the following conditions hold:

1. $\text{Rep}(\mathcal{K}) \subseteq \text{FM}(\mathcal{K})$ and each featured model in $\text{Rep}(\mathcal{K})$ has at most $4m + 2n + 2$ types.
2. For another KB $\mathcal{K}'$ on $\mathcal{S}$ and $X = P$ or $S$, Select$_X(\mathcal{K}, \mathcal{K}') \subseteq \text{FM}(\mathcal{K} \circ X \mathcal{K}')$, and for each $\mathcal{F} \in \text{FM}(\mathcal{K} \circ X \mathcal{K}')$ and a type $\tau$ in $\mathcal{F}$, there exists $\mathcal{F}' \in \text{Select}_X(\mathcal{K}, \mathcal{K}')$ that has the same Herbrand set as $\mathcal{F}$ and contains $\tau$.

**Proof** Condition (1) is clear from the discussions under Algorithm 1 and for Condition (2), consider a featured model $\mathcal{F} = \langle \Xi, \mathcal{H} \rangle \in \text{FM}(\mathcal{K} \circ X \mathcal{K}')$ and a featured model $\mathcal{F}_1 = \langle \Xi_1, \mathcal{H}_1 \rangle$ of $\text{FM}(\mathcal{K})$ such that the X-distance between $\mathcal{F}$ and $\mathcal{F}_1$ is minimal. From Lemma 5.3, we show $\mathcal{F}^X = (\Xi^X, \mathcal{H})$ is in $\text{Rep}(\mathcal{K'})$, and $\mathcal{F}_1^X = (\Xi_1^X, \mathcal{H}_1)$ is in $\text{Rep}(\mathcal{K})$, that is they can be generated by Algorithm 1.

For $X = P$, we have $\mathcal{F} \sim_{\Xi^P} \mathcal{F}_1$ for some $\Xi \in \text{MD}_P(\mathcal{K}, \mathcal{K}')$. First, let $\Xi^a$ consist the type $\tau^H(\alpha)$ for each individual $a \in \mathcal{S}_I$ and a type from $\Xi$ containing $\exists R^-$ for each type in $\Xi^P$ containing $\exists R$. Such a $\Xi^a$ can be generated by Line 7 and Lines 9–12 in Algorithm 1. Assume $\Xi^a_1$ is also generated in the same way (for $\Xi_1$). Finally, let $\Xi$ be a minimal subset of $\Xi$ containing a type $\tau^1_1$ with $\tau^1 \sim_{\Xi^P} \tau^1_1$ for each type $\tau_1$ in $\Xi^a_1$. All the types in $\Xi$ is added to $\Xi^a$ by Line 8. That is, $\Xi^P = \Xi^a \cup \Xi^a_1$ can be generated by Algorithm 1. Hence, $\mathcal{F}^P = (\Xi^P, \mathcal{H})$ and $\mathcal{F}_1^P = (\Xi_1^P, \mathcal{H}_1)$ can be generated by Algorithm 1. Also, $\mathcal{F}^P \sim_{\Xi^P} \mathcal{F}_1^P$. For $X = S$, $\Xi^a$ and $\Xi^a_1$ are generated as above. Then, all the types in $\Xi^a \cap \Xi^a_1$ are added to $\Xi^a$ by Line 8. That is, $\Xi^S = \Xi^a \cup (\Xi^a \cap \Xi^a_1)$ can be generated by Algorithm 1. Hence, $\mathcal{F}^S = (\Xi^S, \mathcal{H})$ and $\mathcal{F}_1^S = (\Xi_1^S, \mathcal{H}_1)$ can be generated by Algorithm 1. Also, their S-distance is the same as that between $\mathcal{F}$ and $\mathcal{F}_1$. We have shown that $\mathcal{F}^X = (\Xi^X, \mathcal{H})$ is in $\text{Rep}(\mathcal{K}')$ and $\mathcal{F}_1^X = (\Xi_1^X, \mathcal{H}_1)$ is in $\text{Rep}(\mathcal{K})$. Moreover, it is easy to verify that $\mathcal{F}^X \in \text{Select}_X(\mathcal{K}, \mathcal{K}')$, as the X-distance between $\mathcal{F}^X$ and $\mathcal{F}_1^X$ is minimal.

Now, to show $\text{Select}_X(\mathcal{K}, \mathcal{K}') \subseteq \text{FM}(\mathcal{K} \circ X \mathcal{K}')$, suppose by contradiction there is some $\mathcal{F}' \in \text{Select}_X(\mathcal{K}, \mathcal{K}')$ and $\mathcal{F}' \notin \text{FM}(\mathcal{K} \circ X \mathcal{K}')$. Note that $\mathcal{F}' \notin \text{Rep}(\mathcal{K}') \subseteq \text{FM}(\mathcal{K}')$. As $\mathcal{F}' \notin \text{FM}(\mathcal{K} \circ X \mathcal{K}')$, for each $\mathcal{F}_1' \in \text{FM}(\mathcal{K})$, there are $\mathcal{F} \in \text{FM}(\mathcal{K}')$ and $\mathcal{F}_1 \in \text{FM}(\mathcal{K})$ that witness the non-minimality of the X-distance between $\mathcal{F}'$ and $\mathcal{F}_1'$. From the above discussions, we have $\mathcal{F}^X \in \text{Rep}(\mathcal{K}' )$ and $\mathcal{F}_1^X \in \text{Rep}(\mathcal{K})$ that witness the non-minimality of the X-distance between $\mathcal{F}'$ and $\mathcal{F}_1'$. As $\mathcal{F}_1'$ ranges over $\text{FM}(\mathcal{K})$ and hence ranges over $\text{Rep}(\mathcal{K})$. This contradicts the assumption that $\mathcal{F}' \in \text{Select}_X(\mathcal{K}, \mathcal{K}')$. We have shown that $\text{Select}_X(\mathcal{K}, \mathcal{K}') \subseteq \text{FM}(\mathcal{K} \circ X \mathcal{K}')$.

For the second half of Condition (2), simply let $\mathcal{F}' = \mathcal{F}^X$, and from the discussion after the proof of Lemma 5.3 we can assume without loss of generality that the type $\tau$ is added to $\Xi^a$ by Line 8 of Algorithm 1.