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1. (a) Briefly describe the four main tasks of a lexical analyser.

(b) Give a regular expression for the set of strings of 0’s and 1’s that start with 1 and
contain an even number of 0’s,e.g., 1, 100, 1011101001.

(c) Give a regular expression for the set of programming language identifiers, each of
which starts with a letter and contains only letters and digits,e.g., a, a123bc4,

(d) Give a regular expression for the set of programming language floating point con-
stants, where each such constant contains either a decimal point or an exponent part,
e.g., 123.45, 123e45, 1.23e45. The strings 123. and .45 arenot floating point con-
stants for the purposes of this question. Ignore the possibility of negative constants
or negative exponents.

In the last two parts, you may use the symbols LETTER and DIGIT to represent a letter
or digit respectively.

2. (a) Briefly describe the two main tasks of a parser.

(b) What language is described by the following context-free grammar?

S → T | a S c
T → ε | b T c

The terminal symbols in this grammar area, b andc; ε denotes the empty sequence.

(c) Give a context-free grammar for the set of nonempty balanced parenthesis strings,
e.g., (), ()(), ((())()).

(d) Consider the following simple grammar for arithmetic expressions,e.g., 2, 3*(4+5+6).

E → num | ( E ) | E ∗E | E + E

The terminal symbols in this grammar are numbers (num), (, ), ∗ and+.

Use an example to show that the grammar is ambiguous. (Remember to state care-
fully why your example shows that the grammar is ambiguous.)

(e) Give an unambiguous grammar for the same language.

3. Consider the following grammar for arithmetic expressions in Lisp notation,e.g., 2, (+ 3
(* 4 5 6) (+ 7 8)).

E → num | (P L)
P → ∗ | +
L → E | L E

The terminal symbols in this grammar are numbers (num), (, +, ∗ and).

(a) What is the start (or first) set of the nonterminal symbolL? What is the follow set
of the nonterminal symbolL? Explain why this grammar is not LL(1).

(b) Transform the grammar into an LL(1) grammar for the same language.Hint Use
regular expressions on the right hand sides of rules in your transformed grammar.

(c) Write a recursive descent parser in C (or Java, or clear pseudo-code) for arithmetic
expressions in your transformed grammar.

1 Continued next page . . .



3136CIT Programming Language Implementation (2006/1)

Your parser only need to recognise whether or not an input string is a legal arith-
metic expression defined by the initial grammar. You may use the global variable
token and the (void) functionsgetToken() anderror() in the normal way.

4. Consider the following grammar for identifiers or nested, parenthesized lists of identi-
fiers,e.g., a, (a,b), (a,(a,b,(c)), d).

(1) S → id
(2) S → ( L )
(3) L → S
(4) L → L , S

The terminal symbols of this grammar are identifiers (id), (, , and).

Now, consider the following SLR(1) parsing table for this language of nested parenthe-
sized lists of identifiers.
State Action Goto

id ( , ) $ S L
0 Shift 1 Shift 2 3
1 Reduce(1) Reduce(1) Reduce(1)
2 Shift 1 Shift 2 4 5
3 Accept
4 Reduce (3) Reduce (3)
5 Shift 7 Shift 6
6 Reduce(2) Reduce(2) Reduce(2)
7 Shift 1 Shift 2 8
8 Reduce(4) Reduce(4)

(a) Each state consists of a set of “items” of the formA → X1 . . . Xm . Xm+1 . . . Xn.
Carefully describe what each such item means.

(b) Given the input(a, (b))$, trace the behaviour of this parser. Initially, the parsing
stack contains state 0. At each step, show the parsing stack, the remaining input,
and the action taken.

(c) In this parser, state 0 consists of the following items.

S ′ → . S
S → . id
S → . (L)

(Here,S ′ is a new nonterminal symbol.) Which items does state 2 consist of?

5. (a) Briefly describe the two main tasks of a semantic analyser.

(b) What are the two main data structures required by a semantic analyser to perform
these tasks?

(c) Briefly describe a typical data structure used to implement a symbol table, and
justify two main features of the data structure.
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(d) Consider the following (ambiguous) grammar for arithmetic expressions with em-
bedded assignments,e.g., 3 + (x = 5.0+1) + 7.0.
E → id
E → int
E → float
E → ( E )
E → id= E
E → E + E

The terminal symbols in this grammar areid, int, float, (, ), = and+.
Informally, each expression has a typeInt or Float, eachint (resp.,float) expres-
sion has typeInt (resp.,Float), eachid expression has type given by applying the
function typeOf to thenameof the id, the sum of two expressions of typeInt has
type Int, otherwise a sum has typeFloat, the type of an assignment (id= E) is the
type of the expressionE, and an assignment (id= E) is valid if id andE have the
same type orid has typeFloat andE has typeInt.
Give an attribute grammar that assigns a type attribute to each subexpression in the
syntax tree for an expression and checks that all assignments are valid.

6. (a) What is the value of the following Scheme expression?

(let ((m 1))
(define (f) (+ m 2))
(define (g m) (f))
(g 4))

(b) Transform the Scheme let*-expression

(let* ((a 1) (b (+ a 2)))
(+ a b 3))

into an equivalent Scheme expression using lambda-expressions without let*-expressions.
Recall that let*-expressions bind their local variables sequentially.

(c) Describe the Scheme evaluation process when a procedure (or closure)proc is ap-
plied to a listargsof (evaluated) arguments, You may use either a Scheme function
definition or clear pseudocode. You may assume the procedure is a compound pro-
cedure, not a primitive procedure.

(d) Consider the following Scheme function for efficiently raising a valuex to a non-
negative integer powern.

(define (power x n)
(cond ((zero? n) 1)

((even? n) (power (* x x) (/ n 2)))
(else (* x (power x (- n 1))))))

Transform this function definition into continuation-passing style.
Explain why such transformations into continuation-passing style are important.
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7. Answereither part (a)or part (b) below (but not both).

(a) Carefully describe a mechanism for dynamic storage management, on a heap, capa-
ble of implementing Cmalloc() andfree() functions. In your description, in-
dicate how these two functions should be implemented, discuss the extent to which
internal or external fragmentation may occur, and consider the efficiency of your
implementation.

(b) Carefully describe the structure and contents of an activation record (or stack frame)
for a procedural language with nested scopes,i.e., with nonlocal variables. Assum-
ing the existence of registerssp (stack pointer) andfp (frame pointer), carefully
describe what operations must be performed on procedure call and on procedure
return. Also indicate how both local and nonlocal variables are accessed.

8. (a) Briefly describe three different, possible types of target languages for code genera-
tion.

(b) Give a sequence of three-address code instructions that is equivalent to the follow-
ing source code fragment. Avoid any unnecessary unconditional jumps in your
solution.

read a, b;
while b > 0 do

c = b;
b = a % b
a = c;

end;
write a;

(c) Give a sequence of three-address code instructions that is equivalent to the follow-
ing conditional statement. Avoid any Boolean operations or unnecessary uncondi-
tional jumps in your solution.

if (i < 0 || i > j) && (done || n > 500) S1 else S2 end

Here,S1 andS2 are abitrary statement sequences.

(d) Name two important optimisation techniques and give a clear example of each one.

4 End of examination


