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1.0. Introduction

An understanding of any vision system requires that the operating characteristics of all elements of that system be comprehensively studied.  Computer captured, stored, transmitted and displayed images can contain enough detail to pauper the relevant analogue image format in terms of information value.

At one end of the system are the workings of the human eye and computer display technologies.  These two elements work together to deliver information to the human brain that contains enough detail to allow accurate reasoning and analysis.  

Maximal information transfer is attained when the chrominance, illuminance and contrast characteristics of the display are matched to that of the human eye.  Standard design and control characteristics allow fine-tuning to suit both eyes and displays of different abilities.  At the other end of the system are transmission, packaging and storage technologies that ensure data is not diminished in any of their operations.  

An experiment using contrast sensitivity as a means of confirming the neutrality of intensity coding is described and the very simple findings are discussed.  One important finding revealed that display settings suitable for one application and set of environmental conditions may not be suitable for another.  Contrast and brightness settings for comfortable use of applications with predominantly white backgrounds, like Microsoft Office, remove our ability to see changes of contrast at the low intensity end of the spectrum.  Viewing radiographic images, for example, would require that the contrast and brightness controls first be adjusted accordingly so that contrast over the full luminance range is optimised.

Human perception in many areas of sensation has a very large dynamic range and has developed something akin to a logarithmic scaling system in order to deal with the required bandwidth.  Early psychophysical studies are related with an explanation of how the logarithmic scales are derived.

In this report a brief summary of the operation of the eye is given.  Definitions and explanations of various vision related metrics and concepts are related in order to better understand some of the design issues used in display manufacture.  Some limitations of the human vision system (HVS) in terms of contrast perception and ambient conditions are described so that experimental design and optimum image viewing conditions can be appreciated.

While this is by no means a comprehensive study there are sufficient elements to give the reader a good depth of how we perceive light and the information that it conveys.  

2.0. The Human Eye

At least fifty percent of the human brain is devoted to the processing of images.  A human vision system is our most efficient and hence primary channel for receiving information used for learning and reasoning.  General specifications of the human eye include a perception of light in the wavelengths ranging from 380nm (violet) to 780nm (red).  An eye has a central region containing the fovea with the highest proportion of colour receptors (cones) to provide detail and colour resolution.  Cones cells are arranged in a roughly hexagonal lattice structure providing the most efficient distribution of receptors per unit area.  Concentration of cones drops with distance from the fovea and peripheral vision is supplied by highly sensitive, black and white (luminance), and motion sensitive cells called “rods”.

In order to make efficient use of the concentration of photoreceptors at the fovea, the eye is constantly moving (saccades) to focus on relevant objects in the visual field.  To maintain efficiency of saccadic movement the eye and brain are triggered to change focus where “differences” to normal patterns are perceived.  Detection of motion through rod receptors in peripheral vision is another trigger for change of focus.

Ten decades of dynamic sensitivity are divided into three ranges of vision that are shared by the different receptor cells in the eye.  Photopic vision is the province of the cones and provides “daylight”, colour vision in medium to bright intensity conditions.  Mesopic or “twilight” vision is shared by rod and cone receptors and scotopic or “night” vision is provided entirely by rod cells.  To aid in adjustment during transition between lighting conditions the pupil provides a variable aperture (iris) that ranges between 2.5mm and 8.3mm in diameter.

The optic nerve bundle contains about 1.1 million nerve fibres that are connected with around 140 million rod and 7 million cone receptors [22,23].  This many-to-one relationship provides cell redundancy, intensity of stimulus in lower light conditions, limitation of stimulus in bright conditions and through organization, high sensitivity to change in stimulus in a horizontal plane and a form of image compression of the order 150:1.

Characteristics of human vision vary with viewing conditions, pathological disorders and age.  A number of different metrics have been developed to describe the quality of the human vision system.  

2.1. Visual Acuity

Visual acuity is the measure of the ability to resolve fine detail.  Commonly, acuity is measured using Snellen visual acuity charts that measure the size of text that can be accurately resolved at a given distance and under normal daytime lighting conditions.  A measure of 20/20 for normal visual acuity means that a subject can see text at 20 meters distance that can normally be seen at that distance.  A measure of 20/40 indicates that the subject can resolve text at 20 meters distance that normally can be seen at 40 meters.

2.2. Psychophysics and the Weber-Fechner Law

From the first graph, above, it can be seen that the ratio of ∆I/I, called the Weber Fraction is roughly constant at around 0.02 or 2%, except at very low and very high intensities.  It is also altered depending upon the intensity of background luminance in which case a phenomenon called “lateral inhibition” takes place.  
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Many image processing systems assume that the eye’s response to light intensity is approximately logarithmic [7,8,9].  Indeed, the derivative of the eye’s intensity response with respect to intensity is non-linear indicating that there is not a linear response.  If we take the natural logarithm of the intensity response and then take derivative we can see that it is nearly a constant.  This shows that, the middle areas of the intensity response can be modelled as logarithmic.

Human perceptions of different stimuli share similar response characteristics.  Like light intensity, the perceptions of sound pressure, taste intensity, tactile pressure, temperature and acceleration all have an approximately logarithmic response.  All senses have threshold values before sensation is noticed and all have a limited dynamic range, eg., visible light spectrum, audible sounds, perceptible pressure, etc.

Physical differences in stimulus can be measured directly using physical devices such as light meters, scales and other devices.  It is not possible to measure subjective impressions of stimulus directly (Fechner 1861) but we can measure Just Noticeable Differences (JNDs) for incremental changes in stimulus level.  Weber’s Law (1834) of Just Noticeable Differences provides a very rough gauge of JND to stimuli within their normal ranges of intensity.  

Weber expressed his law as: C = ∆I/I, where C = 0.08 for light intensity, C = 0.05 for sound intensity and C = 0.02 for kinaesthetic intensity.  Weber’s law expressed a constant ratio of intensities in the physical arena: 

1. C = I2/I1 

Perceptually we can determine a constant difference as a JND above some threshold:

2. S2 – S1 = threshold

S1 and S2 are subjective perceptions of intensity.  Fechner determined that these relationships, a difference and a ratio are related through the properties of logarithms such that:

3. logC = log I2 - log I1
In equation 3., the Weber-Fechner Law, -  logC relates to the threshold intensity value for the domain.  The Weber-Fechner Law relationship is described differently at ScienceDaily [9].  In terms of perception of change in weight a constant difference can be determined such that a JND in weight is a constant percentage (fraction) of the start weight.

4. ∆P = K. ∆S/S

∆P represents change of perception of weight, K is a constant, S is the original stimulus and ∆S is the change in stimulus.  Integrating the above equation produces:

5. P = KlogS + C

C is determined by setting P=0, i.e. no perception or original level of stimulus S0 giving:

6. P = KlogS - KlogS0
7. P = KlogS/S0 

Where K is the Weber fraction.

In 1924 Selig Hecht [10] wrote a critical review of the Weber-Fechner law, pointing out several areas of inconsistency and inaccuracy that make it unsuitable as a “general” law.  In fact, Hecht delved into the physiology and biochemistry of the human eye to thoroughly explain the areas inconsistency.  Measured intensity responses in spatial and temporal domains are explained in terms of sensory responses of rods and cones, optic nerve and sensor bundle relationships and the chemical response of sensors to detection of light.

Raynauld [11] presents a paper explaining the different sensitivities and adaption properties of rod and cone sensors.  A “compartment” model is used to model the response to stimulation from a single photon.  Number and size of compartments involved in the stimulation govern the overall response.  Adaptation properties are modelled based upon the response decay.  Experimental intensity data is processed using a variation of the Weber-Fechner Law.

2.3. Contrast Sensitivity

Part of a human’s ability to discern information is attributed to its capacity to perceive difference in luminance within a field of vision.  Changes in luminance create a pattern of contrast that conveys the majority of visual information to the viewer.  Our ability to detect contrast is affected by overall brightness of a scene and the intensity of ambient and background light.  Finely patterned, fuzzy or detailed objects may generally require sensitivity to finer grades of contrast.  Large objects require less sensitivity to contrast.  

Rod sensors in the human eye are in the vicinity of 100 times more sensitive to luminance than the colour sensitive cones [16].  They are most concentrated in the areas of the retina that are used for greater than ten degree fields of vision.  To demonstrate how humans use this extra sensitivity, astronomers looking for increased contrast in faint star fields, avert their gaze so that the rod sensors come into play.  

Within a range, each human’s ability to detect contrast and perceive changes in contrast is slightly different depending upon age and other physiological factors.  Humans are better at detecting changes in contrast (differential) rather than absolute luminance values.  For a given set of viewing circumstances, a “just noticeable difference” or JND of contrast is the threshold luminance difference between two areas that is required to just detect that difference.  Detection (perception) accuracy is dependant upon size of the object or pattern (spatial frequency) and the time span that it is visible (temporal frequency).

For most luminance reference points, a JND of 2% difference in luminance between subject and background is average.  This is moderated to around 4% where the background luminance is greatly different to two subject’s luminance being compared and is a demonstration of lateral inhibition.  These properties are described graphically in an earlier figure.

In a Modulation Transfer Function (MTF) test, an observer is asked to compare the contrasts of two sine-wave gratings.  One is a reference grating with fixed contrast and spatial frequency.  Second is a variable contrast grating with a different spatial frequency to the reference grating.  The observing subject is required to select the contrast setting in the variable grating so that the intensities of the light and dark regions of the two gratings appears identical.  In this experiment contrast is defined as:

1. Contrast = (Imax – Imin)/(Imax + Imin)

This is known as the Michelson contrast definition, where Imax and Imin are the maximum and minimum values of the grating intensities.  Plotting relative sensitivity against spatial frequency for a range of standard contrast ratios allows the MTF of the human vision system to be illustrated.

In evaluating the contrast of antialiased, grayscale text, Levien finds that it does not capture the difference in perceived contrast between high contrast, bi-level text rendering and lower contrast, antialiased text.  He prefers a Root Mean Square (RMS) contrast measure that is equivalent to the standard deviation of the luminance.

2. Crms = 1/N ( N ∑L2(x, y) – ( ∑L(x, y) )2 )1/2
In a study of contrast of natural images, Levien found the RMS contrast model was the most reliable indicator of visible images.

Contrast sensitivity has an effect on how we perceive uniformity of intensity of coloured, monochromatic light and white light.  Ramamurthy et. al., using monochromatic, high intensity, coloured LEDs developed a set of contrast sensitivity functions to determine how we perceive contrast in different colour ranges.  Results from their study are used to choose LEDs of appropriate luminance for use in arrays as backlighting for signs to maintain uniform intensity across the field of vision.

Human contrast sensitivity is not only limited to changes or differences in intensity but also to differences of colour.  Colour contrast can be achieved by altering the colour elements of hue, lightness, saturation and colour ordering.  Visual effects similar to Mach banding and other optical phenomena can be stimulated by appropriate colour combination techniques.  Physical phenomena are often correlated with cultural meaning and as such colour choices and combinations can be used to convey meaning and meta-information for information visualisation and data mining.  Mark Wang [15] of Stanford University explores the perceptual use of colour.

2.4. Human Vision System And Visual Technology

Many vision oriented technical devices are capable of delivering far more information to the user than the human visual system can use.  In cases where it is imperative that information volume or detail is sacrificed to ensure adequate speed or efficient use of bandwidth then known limitations of the human visual system can be used as a basis for culling unneeded signal.  A process that reduces the amount of unnecessary data by reducing redundant information in an image or video signal is known as compression.

Simple techniques that reduce the data in a signal include reducing “statistical data redundancy” by removing unchanging pixel values from a data stream.  This is called de-correlation.  Reducing the number of bits per pixel in the sampling of a scene can also reduce data rate.  Of course, the bit reduction must not be such that it reduces the bit rate below the entropy value of the image.  Each scene has a characteristic entropy rate or unpredictability that conveys unique information to the viewer.

Compression techniques are characterised as either loss-less or lossy in respect to how much information is retained through the compression-decompression process.  Different applications can cope with different data loss levels depending upon importance of having sufficient detail.

Limitations on the Human Visual System (HVS) are used to limit data rate in the following areas [17]:

· Spatial frequency sensitivity – Fine picture details (high frequencies) are less visible

· Texture masking – Errors in textured regions are difficult to see

· Edge masking – Errors near high contrast edges are difficult to see

· Luminance masking – Visibility threshold increases as background luminance increases

· Contrast masking - Reduced visibility of one detail in the presence of another

· Noise frequency – Low sensitivity to high frequency noise

· Temporal frequency sensitivity – below 50Hz flicker effects are noticeable

· High luminance increases perceived flicker

· Spatial frequency content – Low spatial frequencies reduce the sensitivity to flicker

Geisler and Perry [18] explore a method of further reducing video communication bandwidth requirements by exploiting the fact that the spatial resolution of the HVS reduces quickly away from the point of gaze (foveation).  By matching the resolution of an image to the fall-off in resolution of the HVS they can reduce bitrate sufficiently for transmission over low-bandwidth channels.

In the design of helmet-mounted displays for aviators [19] the US army design team have taken into account every element of display and HVS optical characteristics.  In order to provide an effective and comprehensive display system with maximum information transfer, the characteristics of display and visual system must be closely matched.  The authors take into consideration elements such as image quality for both CRT and flat panel display systems.  Forms of image quality measurement for displays take into account aspects of viewing geometry, electronic performance, photometric measurements, spatial arrangements, spectral performance, luminance and temporal factors.

Contrast performance is defined and derived, as are the forms of measurement of contrast in a previous section, above.  Shades of Grey are defined as luminance steps that differ by a defined amount within an image.  If the lowest luminance value in a scene is 10fL then the next shade of grey is (2 times the last so 1.414 x 10 = 14.14fL.  The next shade of grey is again, 1.414 x 14.4 = 20.0fL (fL are foot-Lamberts and are a luminance measure).  Contrast ratio is defined in this context as being the maximum luminance value divided by the minimum luminance value, with the dynamic range being the number of shades of grey between minimum and maximum.

It is noted that using shades of grey rather than JNDs mentioned earlier are a practical compromise between engineering and psychophysical measures as a JND is often much smaller than the (2 difference between shades.  Luminance ranges and outputs for various types of computer display are compared with the requirements for contrast as specified for helmet-mounted displays in the range of operating environments.

Resolution is defined as the amount of detail that can be presented in an image on a given display.  Measurements including number of pixels in horizontal and vertical directions, lines per millimetre, pixels per degree of field of view, degrees per pixel, cycles per degree, arc-minutes per pixel are all frequently used measures of a display’s resolution.  Of course a display has to resolve a given range of spatial frequencies.  

A Modulation Transfer Function curve plots modulation against spatial frequency and is a measure of how well the contrast detail and fine lines of distinction are resolved by a display.  Distortion is cited as another element that limits a viewer’s ability to resolve the details of an image.  Distortion is defined as any difference of the apparent geometry of the actual scene as viewed through the display.  Distortion can appear also appear as a difference in luminance rather than geometry as discussed earlier.

For helmet-mounted displays an appropriate field of view must be provided in either monocular or binocular mode so that all relevant objects are represented.  The authors go on to list, exhaustively, the elements that affect the image quality as presented via helmet-mounted display systems.  As a reference for display characteristics and measurements it is an excellent read.  

2.5. Grey-scales and display functions

An industry standard document [20] created by the American National Electrical Manufacturers Association, supplies a set of rules for display device manufacturers.  Rules are applied to manufacture and tuning of different devices so that for a given standard signal there is a standard uniform appearance to human perceptions across devices and brands.  Concepts include the derivation of the “Standard Display Function” and its rationale for use.  This paper presents the design and methodology for calibrating and standardising a non-standard display to match the greyscale standard display function.

In essence it ensures that each different display brand exhibits the same intensity and contrast characteristics within its range of operation.  The standard’s features are such that display characteristics are matched to the operating characteristics of the human eye so that information transfer is consistent and maximal.  A range of different display technologies is included in the standardisation process, including both reflective and transmissive output types.  

The following passages outline the rationale of the standard:

Human Contrast Sensitivity is distinctly non-linear within the Luminance Range of the Grayscale Standard Display Function. The human eye is relatively less sensitive in the dark areas of an image than it is in the bright areas of an image. This variation in sensitivity makes it much easier to see small relative changes in Luminance in the bright areas of the image than in the dark areas of the image.  A Display Function that adjusts the brightness such that equal changes in P-Values will result in the same level of perceptibility at all driving levels is “perceptually linearized”. The Grayscale Standard Display Function incorporates the notion of perceptual linearization without making it an explicit objective of PS 3.14.

The Grayscale Standard Display Function is defined for the Luminance Range from 0.05 to 4000 cd/m2.  The minimum Luminance corresponds to the lowest practically useful Luminance of cathode-ray-tube (CRT) monitors and the maximum exceeds the unattenuated Luminance of very bright light-boxes used for interpreting X-Ray mammography. The Grayscale Standard Display Function explicitly includes the effects of the diffused ambient Illuminance.
2.6. Intermediate representation of greyscales
An experiment was conducted to test the linear nature of greyscale in RGB representations used in programming languages such as Java, and as used in file types that convey greyscale information.  More importantly, it was helpful to development of the Akamai machine vision system to confirm that coded greyscale representations used in programs and files were independent of human visual or display system characteristics or transformations.

Akamai uses the Constructive Image Partitioning Algorithm (CIPA) that progressively subdivides an image into regions using lines that follow the regions of maximal intensity gradient.  This is continued until only regions of one intensity value remain.  A segment pyramid is constructed as each subdivision is further subdivided.  Segmentation of complex images can result in a very large number of segments, all of which need to be stored and processed for later operations.  Distinctions between the intensity of many segments can eventually be as little as one level out of 256 or more depending on the number of bit-planes used to store intensity information.  

Akamai’s developers were interested in determining if a simple logarithmic transformation of the image gradients would provide information that was more suited to the contrast sensitivity of the HVS.  At the same time the possibility of a reduction in the number of segmentations would reduce processing and storage overhead.  Experimentation with a segmentation algorithm based on the log of the intensity gradient showed no improvements.  This outcome was a catalyst for further exploration.

It was hypothesised that the colour representation used in both programming environments and image file formats was HVS and display neutral.  In which case the representation was a direct representation of the actual intensity value measured at the sensor (CCD).  

A program was devised that measured the JND in contrast over a range of intensities.  The intensity of a window background and randomly placed disc were set to an initial intensity at the lowest end of the scale.  By clicking a button the intensity of the disc was incrementally increased by one grey level at a time until it just became visible over the background.  Success at the first level started the process over at a slightly higher starting intensity for disk and background.  This was repeated over a range of starting intensities and the outcomes recorded.

Each display is calibrated to the Standard Display Function so that it automatically adjusts intensity of output at each grey value to match the contrast sensitivity of the HVS at that range.  It is therefore reasonable to assume that a linear progression through the grey levels should also produce a linear progression through JNDs.  This would be demonstrated if a JND was noted at the same number of grey level increments above each starting level.  Our experiment was conducted on a range of machines using subjects of varying ages and in a range of operating environments.  Results for the author are presented below.

	Test #
	BG = 0

FGv =
	BG = 50

FGv = 
	BG = 100

FGv = 
	BG = 150

FGv =
	BG = 200

FGv =
	Comments

	SD1a
	11
	52
	104
	152
	204
	PM

Brightness = 25%

Contrast = 75%

	SD2a
	16
	53
	104
	152
	204
	AM

Brightness = 25%

Contrast = 75%

	SD2b
	16
	52
	104
	152
	204
	AM

Brightness = 25%

Contrast = 75%

	SD3a


	8
	52
	104
	152
	204
	Dark room

Brightness = 25%

Contrast = 75%

	SD3b
	8
	52
	104
	152
	204
	Dark room

Brightness = 25%

Contrast = 75%

	SD4a
	4
	52
	104
	152
	204
	Dark room

Brightness = 80%

Contrast = 75%


2.6.1. Results and conclusions

Retesting was performed after the initial results (SD1a) were considerably different from those from one of the other subjects.  Initial results were recorded in a day-lit room with a moderate level of ambient light.  The next set of results (SD2a, SD2b) were recorded on the following morning with a higher level of ambient light provided by the morning sun through the office window.  Results were of a similar pattern to the first suggesting environmental factors might be affecting subjects’ results.  

A third set of results (SD3a, SD3b) was recorded using a darkened room with no lighting other than that coming from the CRT.  A mask was used to blank out as much background illumination as possible to increase the subjects contrast sensitivity at the low intensity levels.  Contrast sensitivity was effectively doubled from the previous results, by reducing the level of ambient and background light.

It was noted that each display has controls to allow the user to adjust overall brightness and contrast.  Comfortable display settings can be engineered to suit the applications being used, the operating environment and the individual’s vision characteristics.  Consulting several other Microsoft Office users and checking their display’s brightness and contrast settings revealed that most users set the brightness down at about 25% of maximum and set the contrast at around 75%.  This arrangement is sensible given the predominance of windows with black text on white background.  An abundance of white raises the eye’s intensity stimulus and we desire a large distinction between background and foreground intensity to compensate for spatial masking caused by the over-stimulation.

For the purposes of our experiment, the lower brightness setting has the effect of creating low-pass filter for intensity values.  In other words, a signal only becomes visible at a higher threshold intensity value.  A fourth set of results (SD4a) was recorded after raising the display brightness to 80% of maximum whilst maintaining a darkened room as before.  As can be seen the perception of intensity differences at low intensity levels was improved (effectively doubled again) so that the JNDs were pretty much equivalent at each starting intensity.

Our primary conclusion was that the representation of intensity difference is linear between points along the represented grey-scale within a Java coded program.  This is extended to intermediate forms such as PGM file formats that represent grey-scale values in a set of linear equally spaced steps.

An obvious but little considered consequence of the use of display controls is that settings for one application type may seriously affect the amount of information that reaches the eye for another.  Analysis of medical images, including radiographs, often require that contrast and brightness be set so that the full range of intensity values is visible.  In such an application it would seem appropriate that a test pattern or similar tool is employed to ensure adequate dynamic range is available.

Or second conclusion is that most users do not realise the amount of intensity data that can be lost through simple display settings.  A comfortable setting for one application is not necessarily optimal for another.  Where a display system is utilised for important visual tasks like image analysis, settings must be optimised as an initial part of the process.  Our results indicate the loss of contrast and intensity threshold where settings are incorrectly set.
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