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Abstract—In this paper we introduce a stroke based lexicon
reduction technique in order to reduce the search space
for recognition of handwritten words. The principle of this
technique involves mainly two aspects of a word image to
constitute a feature vector: one is word-length and the other is
shape of the word. The length of the word image is represented
by the number of specific vertical strokes present in the word
image and, on the other hand, the shape of a word image is
realized with the combination of both horizontal and vertical
strokes. The experiment has been carried out with a database
of 35,700 off-line handwritten Bangla word images. Though
our proposed lexicon reduction technique is developed for
recognition of Bangla handwritten words, its generalization
property can easily be exploited for recognition of handwriting
in other scripts also.
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I. INTRODUCTION

Off-line handwritten word recognition is the transcription
of handwritten data into a symbolic (ASCII) electronic for-
mat. It has several applications such as reading addresses on
postal system [1], reading amounts on bank checks [2], [3],
extracting census data on forms, reading address blocks on
tax forms etc. There are two major approaches to recognition
of a handwritten word image: analytical approach [4], [5]
and holistic approach [6]. The idea of analytical approach is
to recognize the input word image as a series of segmented
sub-images, called characters/glyphs. The holistic approach,
on the other hand, considers the word image as a single,
indivisible entity, and attempts to recognize the word from
its overall shape. Both the approaches have some advantages
and disadvantages. The error found in the segmentation
based analytical approach originates from both the segmen-
tation technique and the recognition procedure. The errors of
these two procedures propagate to the final recognition. But

the advantage of the segmentation based recognition is that
it can cope with a large lexicon size of handwritten words
[7]. On the other hand, for a small lexicon size, the holistic
approach produces a high recognition accuracy. Usually in
the holistic approach, a hidden markov model (HMM) is
used as the recognition engine. In this approach one HMM
is constructed for each distinct word in the lexicon. For this it
is inefficiently applicable to large lexicon systems due to the
growing number of models in respect to the size of lexicon.
For example, for a practical problem having a lexicon size
10,000 it is not feasible to compare with 10,000 numbers of
HMM during run time against unknown inputs. That makes
the problem more complicated as well as time consuming.
If we look into a real-life problem, say reading amounts
on bank checks or others [8], we see that the lexicon size
is not so large. Even if the lexicon size appears larger for
some practical problems, we can cope with it by reducing
the lexicon size or reorganizing the search space, or using
heuristics to limit the search efforts.

In this study we have developed a lexicon reduction
technique to reduce the search space during recognition of
Bangla handwritten words. The technique is applied on a
database of 35,700 off-line handwritten Bangla word images
with a lexicon set of 119 words.

II. LEXICON REDUCTION

There are some basic ways to accomplish such lexicon
reduction task: knowledge of the application environment,
characteristics of the input pattern, and clustering of similar
lexicon entries.

A. Lexicon reduction with knowledge of the application
environment

Unquestionably, the application environment is the main
source of information in limiting the lexicon size. For exam-
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ple, in postal automation system the lexicon size has been
reduced by recognizing the ZIP code first. Conventionally,
the ZIP code allows the system to reduce the lexicons
of thousands entries to a few hundred words [9], [10],
[11], [12], [13]. However, when no additional source of
knowledge like ZIP code is available, other alternatives may
be used to reduce the lexicon. In the case of generic content
recognition, where the words are associated to form phrases
and sentences, the linguistic knowledge plays an important
role in limiting the lexicon [14], [15].

B. Lexicon reduction with characteristics of the input pat-
tern

Other methods attempt to perform a pre-classification of
the lexicon entries to evaluate how likely is the matching
with the input image. These methods basically look at two
aspects: word length and word shape.

The length is a very simple criterion for lexicon reduction.
Short words can be easily distinguished from long words by
comparing their lengths only. The length of the observation
sequence extracted from the input image has intrinsically a
hint about the length of the word from which the sequence
was extracted. Many lexicon reduction methods make use of
such information to reduce the number of lexicon entries to
be matched during the recognition process [16], [12], [17],
[18], [19], [20], [21]. Kaufmann et al. [17] use a length
classifier to eliminate from the lexicon the models that differ
significantly from the unknown pattern in the number of
symbols. For each model, a minimal and a maximal length
are determined. Based on this range, a distance between
a word and the model class is defined and used during
the recognition process to select only the pertinent models.
Kaltenmeier et al. [12] use the word length information
given by a statistical classifier adapted to features derived
from Fourier descriptors for the outer contours to reduce the
number of entries in vocabulary of city names. Kimura et
al. [18] estimate the length of the possible word candidates
using the segments resulting from the segmentation of the
word image. Such estimation provides a confidence interval
for the candidate words, and the entries outside of such an
interval are eliminated from the lexicon. An underestimation
of the interval leads to more classification errors and an over-
estimation leads to more computational complexity. Powalka
et al. [20] estimate the length of cursive words based on the
number of times an imaginary horizontal line drawn through
the middle of the word intersects the trace of the pen in its
densest area. A similar approach is used by Guillevic et al.
[16] to estimate the word length and reduce the lexicon size.
The number of characters is estimated using the counts of
stroke crossings within the main body of a word.

The shape of the handwritten words is another clue
to lexicon reduction. Zimmerman and Mao [22] use key
characters in conjunction with word length estimation to
limit the size of the lexicon. They attempt to identify some

key characters in cursive handwritten words and use them
to generate a search string. This search string is matched
against the lexicon entries to select the best few matches.
A similar approach is proposed by Guillevic et al. [16],
but instead of cursive script, they consider only uppercase
words. First they attempt to locate isolated characters that are
further preprocessed and passed to a character recognizer.
The character recognition results are used along with the
relative position of the spotted characters to form a grammar.
An HMM module is used to implement the grammar and
generate some entries that are used to dynamically reduce
the lexicon. Kaufmann et al. [17] proposed a method of
reducing the size of vocabulary based on the combination
of four classifiers: length classifier, profile range, average
profile, and transition classifier. All the classifiers use as
input the same feature vector used by the recognition system.
Madhvanath and Govindaraju [23] present a holistic lexicon
filter that takes as input a chain code of a word image and
a lexicon and returns a ranked lexicon. First the chain code
is corrected for the slant and the skew and features such
as natural length, ascenders, and descenders are extracted
as well as assertions about the existence of certain features
in certain specific parts of the word. The same features
are extracted from lexicon entries (ASCII words) by using
heuristic rules to combine the expected features of the
constituent characters. A graph based framework is used
to represent the word image, the lexicon entries and their
holistic features and for computing three different distance
measures (confidence of match, closeness, and degree of
mismatch) between them. These three measures are com-
puted for each lexicon entry and used to rank the hypotheses.
A 50% reduction in the size of the lexicon with 1.8% error
is reported for a set of 768 lowercase images of city names.

C. Lexicon reduction with clustering of similar lexicon
entries

Other approaches [24], [25] attempt to find similarities
between lexicon entries and organize them into clusters. So,
during the recognition process, the search is carried out only
on words that belong to more likely clusters.

III. PROPOSED LEXICON REDUCTION TECHNIQUE

For the purpose of our experiment we have developed
a lexicon reduction technique which would be applied for
reducing the lexicon size during recognition process. This
lexicon reduction technique will determine the number of
word HMMs in which the input word image will be com-
pared. For the purpose of the lexicon reduction we have
mainly considered two aspects of a word image; one is word-
length and the other is shape of the word. The word length of
an word image has been represented here with the number of
vertical strokes associated with the middle zone [26] of the
word image and the number of times an imaginary horizontal
line (passing through the middle of the middle zone of the
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Figure 1. Number of primitive vertical strokes present in the database

word image) intersects the contour of the word image. For
example, in Figure 3, the number of times the imaginary
line intersects the contour points is 23 whereas the number
of vertical strokes associated with middle zone is 16. Mostly,
these two parameters are sufficient to represent the length
of the word image. For the shape of the word image we
have analyzed the number of vertical and horizontal stokes
of the word images. It has been observed that occurrence of
vertical and horizontal strokes in a word image depends upon
the nature of its overall shape. In other words, the shape of
a word image is the combination of several horizontal and
vertical strokes. In order to do that the gray level image of
a Bangla word is first median filtered and then thresholded
into a binary images. Let 𝐴 be a binary Bangla word image.
The aim now is to identify the vertical and horizontal strokes
that are present in 𝐴. Such a stroke is represented here, as
a digital curve which is one-pixel thick and in which all the
pixels except two have exactly two 8-neighbours, the other
two pixels being the end pixels. In order to get the digital
curves representing the vertical and horizontal strokes, two
directional view based binary images from 𝐴 are created.
Let 𝐸 be a binary image consisting of object pixels in 𝐴
whose right or east neighbour is in the background. In other
words, 𝐸 is formed by the object pixels of 𝐴 that are visible
from the east. Similarly, 𝑆 is a binary image consisting of
object pixels in 𝐴 whose bottom or south neighbour is in
the background [27]. To represent such a digital curve as a
feature vector, it has been divided into a certain number
of segments and then extracted direction feature (angle)
from each segment [27]. The EM-algorithm based Gaussian
mixture models and then followed by MMDL [28] model
selection criteria are used to find the total number of distinct
vertical and horizontal strokes exist in our database. The
number of different types of vertical and horizontal strokes
are found to be 9 and 10 respectively (see in Figures 1, 2).
The vertical strokes are labeled with numbers starting from
1 to 9 and the 10 horizontal strokes are labeled from 10
to 19. So in total we get 19 strokes labeled from 1 to 19
from our database and hence we prepare a global codebook
containing the horizontal and vertical strokes with particular
label numbers varying from 1 to 19.

From an unknown input image we extract the horizontal
and vertical stokes and arrange them from left to right
according to their appearance. Each of these strokes has
a unique label in the global codebook. Then we label

Figure 2. Number of primitive horizontal strokes present in the database

Figure 3. Word image UDAYNARAYANPUR indicating vertical strokes
and intersecting points by the imaginary line drawn through the middle of
the middle zone of the image.

each and every horizontal and vertical stroke present in
the sequence. So for any unknown input word image, we
get a sequence of labels based on the appearance and
nature of the strokes. Though both the number of different
strokes and the sequence in which they occur, are important
characteristics to distinguish one type of shape from another,
for simplicity and to reduce the size of the feature vector,
we have considered only the frequency of the occurrence
of different strokes. Since the number of different strokes
is 19, the size of the feature vector for a word image is
19 in which a feature represents the frequency of the cor-
responding stroke appearing in the word image. Two more
features are added to the feature vector to achieve a better
distinguishing capability. Thus the feature vector for a word
image a length of 21(19+2). For example, the feature vector
(0, 1, 1, 6, 2, 2, 0, 4, 1, 1, 2, 1, 1, 3, 3, 3, 1, 1, 1, 23, 16) is ex-
tracted from the word image in Figure 4. Here the first
component being zero means no vertical stroke with label
number 1, is found in the word image in Figure 5. Similarly,
the value of the 10th component being 1 indicates that there
exists only one horizontal stroke with label number 10. The
last two components of the feature vector are for the number
of times an imaginary horizontal line drawn through the
middle of middle zone of the word image intersects the trace
of the pen in its densest area and the number of vertical
strokes associated to the middle zone of the word image
respectively (in Figure 3).

(a)

Figure 4. Vertical strokes along with label numbers.
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(b)

Figure 5. Horizontal strokes along with label numbers.

Figure 6. Lexicon words with reference numbers and two handwritten
samples (1-72)

IV. EXPERIMENTAL RESULTS

For the present experiment, 35700 (300 × 119) feature
vectors have been extracted from 119 classes of word images
with each containing 300 different writing samples. All the
words in the lexicon along with their reference numbers
and two handwritten samples in each lexicon are shown in
Figures 6 and 7. Out of them, 100 writing samples of each
class i.e, 11900 features have been clustered with K-means
algorithm and rest of them (200 × 119) have been used to
identify which clusters contain which word classes. It has
been observed from the clusters that words having almost the
same length and a similar kind of shape have been grouped
into a cluster. The number of clusters has been determined
by trial and error. In this experiment eight such clusters
and their corresponding word classes (with error 3.8%) are
shown in Table I. It is clear that the clusters are overlapped
indicating that the handwritten form of one single word may
have different lengths and/or different shapes.

V. CONCLUSION

In this article, we have described a lexicon reduction
technique for reducing the lexicon size during recognition
process. We have analyzed the vertical and horizontal strokes
of the word images. The number of strokes indicates the

Figure 7. Lexicon words with reference numbers and two handwritten
samples (73-119)

Table I
CLUSTERS AND ITS ASSOCIATED WORD CLASSES

Clusters Clusters with word references
1 {1, 2, 3, 4, 5, 6, 8, 9, 11, 12, 16, 19, 21, 22, 23,

24, 26, 27, 28, 29, 30, 32, 37, 43, 47, 50, 51, 54}
2 {9, 10, 15, 17, 21, 22, 32, 34, 37, 41, 42, 43, 46, 49, 50,

53, 58, 63, 70, 78, 82, 83, 86, 89}
3 {29, 60, 64, 68, 76, 81, 84, 89, 96, 109}
4 {7, 14, 15, 33, 38, 40, 42, 48, 52, 55, 56, 57, 58, 59, 60,

61, 65, 67, 68, 69, 71, 78, 79, 80, 81, 83, 84, 85, 87, 89,
90, 91, 93, 95, 96, 97, 98, 99, 113}

5 {74, 77, 92, 94, 101, 102, 104, 106,
107, 111, 114, 115, 116, 117, 118, 119}

6 {4, 5, 6, 7, 8, 9, 10, 13, 14, 16, 18, 19, 20, 21, 22,
24, 25, 28, 29, 30, 31, 32, 33, 35, 36, 37, 39, 45, 46, 48, 53}

7 {44, 49, 57, 59, 62, 66, 69, 70, 72, 76,
79, 82, 84, 88, 89, 91, 96, 97, 98, 99,

100, 103, 105, 108, 109, 110, 111, 112, 113, 114}
8 {52, 61, 64, 73, 74, 75, 94, 101, 102}

length of the word image and at the same time the strokes
represent the overall shape of the word images. Though
our proposed lexicon reduction technique is applied for
recognition of Bangla handwritten words, its robustness
properties can easily be exploited for the recognition of
handwriting in other scripts also.
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