Abstract—Optical character recognition (OCR) of machine printed Latin script documents is ubiquitously claimed as a solved problem. However, error free OCR of degraded or noisy text is still challenging for modern OCR systems. Most recent approaches perform segmentation based character recognition. This is tricky because segmentation of degraded text is itself problematic. This paper describes a segmentation free text line recognition approach using multi layer perceptron (MLP) and hidden markov models (HMMs). A line scanning neural network trained with character level contextual information and a special garbage class is used to extract class probabilities at every pixel succession. The output of this scanning neural network is decoded by HMMs to provide character level recognition. In evaluations on a subset of UNLV-ISRI document collection, we achieve 98.4% character recognition accuracy that is statistically significantly better in comparison with character recognition accuracies obtained from state-of-the-art open source OCR systems.
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I. INTRODUCTION

Optical character recognition (OCR) has been an interesting application of pattern classification and computer vision from last three decades. Recent advances in OCR research make it possible to provide high recognition accuracies for machine printed Latin script documents, but error free recognition is still not possible under moderate degradations, variable fonts, noise and broken or touching characters. Moreover, character recognition rate further decreases in case of handwritten or cursive script text. Broadly, OCR approaches can be divided into segmentation based and segmentation free approaches. Segmentation based approaches work by segmenting the text into individual characters and recognition is performed at character level. However, in case of degraded, handwritten or cursive script text, segmentation of text into characters is problematic and the performance of character segmentation significantly affects character recognition accuracies. In this paper, we present a novel segmentation free OCR approach using artificial neural networks (ANNs) and Hidden Markov Models (HMMs). We primarily focus on recognition of entire text line instead of isolated words or characters with the help of a line scanning mechanism. We train an auto-tunable multilayer perceptron (AutoMLP) [1] on possible character and non-character positions over complete text line using standard back propagation algorithm. This trained MLP model is used as a tool for predicting the class probabilities at successive positions on a given text line. The output of this line scanning neural network is a time series signal generated at each pixel transition. This time series is finally passed to a trained Hidden Markov Models (HMMs) decoder to obtain the most likely character sequence. Figure 1 outlines our approach for line scanning neural network. The system is trained and evaluated on subsets of UNLV-ISRI document collection [2]. Figure 2 presents some sample text lines taken from this document collection. We achieve significantly better character recognition accuracies in comparison to state-of-the-art open source OCR systems.
II. RELATED WORK

Due to the inherent problem of segmentation in speech recognition, most of the segmentation free approaches in OCR are employed from speech recognition research. Hidden Markov Models (HMMs) [3] are very popular and are extensively applied to recognize unconstrained handwritten text or cursive scripts [4], [5], [6]. However, HMMs have drawbacks like having independent observation assumption and being generative in nature. Recurrent neural networks can be considered as alternative to HMMs but are limited to isolated character recognition due to segmentation problem [7]. Some efforts are made by Graves et. al [8] to combine the RNN with connection temporal classification (CTC) for segmentation free recognition of off-line and on-line handwritten text. Hybrid approaches, based on combination of various neural networks and HMMs have also been proposed in application to handwriting, cursive script and speech recognition. In most of the hybrid approaches [9], [10], [11], [12] a neural network is used to augment the HMM either as an approximation of the probability density function or as a neural vector quantizer. Other hybrid approaches [13], [14], [15] use the neural networks as part of feature extraction process or to obtain the observation probabilities for HMMs. These hybrid approaches either require combined NN/HMM training criteria or they use complex neural network architecture like time delay or space displacement neural networks. Recently, Dreuw et. al [16] presented a confidence- and margin-based discriminative training approach for model adaptation of a hidden Markov model (HMM)-based handwriting recognition system. Kae et. al [17] proposed an OCR approach for degraded text using language statistics and appearance features without using any character models or training data.

III. SCANNING NEURAL NETWORK

This section briefly describes the architecture of line scanning neural network. The system proceeds in several stages:

1) Text line normalization
2) Features extraction
3) Neural network training
4) Text line scanning
5) Hidden Markov Models decoding

A. Text Line Normalization

The first step is text line normalization. This is important because the MLP classifier takes a fixed dimensional input and text lines differ significantly with respect to skew, height, and width of the characters. Printed documents originally have zero skew, but when a page is scanned or photocopied, nonzero skew may be introduced. Skew can be corrected at page level [18] but as we are working with text lines, we need to correct any possible skew for every text line before further processing. A skew angle is determined and corrected as described in [6]. After skew angle correction text lines are normalized to a height of 30 pixels. In order to normalize the text line, we first divide the text line into ascender, descender, and middle or x-height regions. This division is performed while estimating the base line and x-line using linear regression. Figures 3(a) and 3(b) show the original text line and its separated regions. The height of ascender and descender regions are made equal to x-height by cropping or padding. These three regions are then rescaled separately to a height of 10 pixels (calculated as desiredheight/3) and are shown in figure 3(c). A normalized text line, as shown in figure 3(d), is obtained by combining these three rescaled regions. This kind of normalization is performed because we want to rescale the x-height of all characters to a specific height without affecting the ratio of the x-height to the body height (one of the major characteristics that defines the appearance of a typeface).

B. Features Extraction

Pixel based features are extracted from normalized text lines at possible character and non-character positions to provide positive and negative examples from training data.

1http://en.wikipedia.org/wiki/X-height
possible character positions are obtained using a dynamic programming algorithm as proposed by Breuel [19]. A mapping function $\beta$ is used to provide correspondence between characters in normalized text line to the possible character position in original text line. A $30 \times 20$ (height $\times$ width) window is placed at each possible character so that the baseline is at $y = 20$ and x-height is at $y = 10$ and the character is at the center of the window. The width of the window is set to 20 pixels to incorporate the neighboring context as shown in Figure 4. This contextual window is moved from one possible character to another possible character to extract feature vectors for valid characters. Feature vectors for non-character/garbage class are obtained by placing the window at center of two consecutive characters as shown in Figure 4. Spaces are considered as valid characters and distinction between space and garbage class is made by computing the distance between two consecutive characters. If the distance is less than a specific threshold value then it is considered as a garbage, otherwise it is considered as a space. Due to variations in inter-character spaces this threshold is computed for every text line. A mean distance between all the characters in a text line is computed and a standard deviation is added to that mean. This sum of mean and standard deviation provides the threshold value for spaces. At each $30 \times 20$ contextual window, gray scale pixel values are used to construct the feature vector $x_i \in \mathbb{R}^{600}$.

C. Neural Network Training

Artificial neural networks (ANNs) have been successfully applied for character recognition. One of the long-standing problems related to ANNs is parameter optimization, such as selection of learning rate, numbers of hidden units and epochs. To avoid these problems, we use an auto tunable multilayer perceptron (AutoMLP) [1] for training and recognition. The AutoMLP works by combining the ideas from genetic algorithms and stochastic optimization. It maintains a small ensemble of networks that are trained in parallel with different learning rates and different numbers of hidden units using gradient based optimization algorithms. After a small, fixed number of epochs, the error rate is determined on a validation set. The worst performer neural networks are replaced with copies of the best networks, modified to have different numbers of hidden units and learning rates.

The extracted features are used to train AutoMLP for 94 character classes—upper and lower case Latin characters, numerals, punctuation marks and white space—along with one extra garbage class. Hence the network has 95 output units. The activations of the output layer can be now interpreted as the probabilities of observing the valid character classes as well as the probability of observing garbage at a particular position on a text line. This leads us to the idea of line scanning neural network.

D. Text Line Scanning

The line scanning neural network works by moving a contextual window, from left to right, centered at each pixel position on a normalized text line. The output of the line scanning neural network is a vector of posterior probabilities (one element for each character class). A character sequence can also be generated by picking the most probable class from these output probabilities by detecting the local maximum (peak). Figure 5 shows an example text line and some detected peaks that correspond to specific character classes at that point. This kind of output is similar to the output generated by Graves et al. [20], [8] using RNN and CTC architecture.

E. Hidden Markov Models Decoding

Hidden Markov Models (HMMs) have been successfully applied to continuous speech, handwritten and cursive script
The basic idea is that the output of line scanning neural network can be interpreted as a left-to-right sequence of signals that are analogous to the temporal sequence of acoustic signals in speech. Therefore, the output vector generated by scanning neural network is treated as the observations for Gaussian mixture based HMMs. As the output probabilities have very skewed distribution, the probabilities are smoothed with a Gaussian kernel ($\sigma = 0.5$) and are converted to negative logs before passing them as feature inputs to HMMs.

The presented method models the character classes with multi-state, left to right, continuous density HMMs. Each character model has 10 states with 256 Gaussian mixture densities, self loops and transition to adjacent states with one skip. The number of states and mixture densities are determined empirically on a small set of validation data. Figure 6 shows an exemplary four state, left to right HMM topology. The “start” and “end” are non-emitting states and are used to provide transitions from one character model to the other character model. The text lines are modeled by concatenating these character models in ergodic structure.

Training or estimating the HMM parameters is performed using Baum-Welch re-estimation algorithm [23], which iteratively aligns the feature vectors with the character models in a maximum likelihood sense.

The recognition results are presented in Table I. We achieve significantly better recognition accuracies in comparison to state-of-the-art open source OCR systems and HMM based techniques. ABBYY provides good result and one of the reasons could be the built-in language modeling facility. All the other systems are evaluated without language modeling support.

V. Conclusion

We have introduced a novel OCR approach for Latin printed text recognition using multilayer perceptron. The key features of the network are the line scanning architecture and HMMs decoding. This provides the mechanism to generate class posterior probabilities at each pixel succession, while incorporating the contextual information in discriminative learning. The output of the architecture is a time signal that is decoded by HMMs to provide character level classification of entire text line. In experiments on a subset of UNLV-ISRI document collection, the new approach outperformed state-of-the-art open source OCR systems and HMM-based systems without using any language modeling or lexicon.

IV. Experimental Results and Evaluations

The proposed line scanning architecture is trained and tested on two different randomly selected subsets of UNLV-ISRI document collection\(^2\). We also evaluate the state-of-the-art open-source/commercial OCR engines and HMM based segmentation free OCR strategies [24] on the same test set. The test set consists of 1060 text lines, having 51,261 characters. The participating OCR engines are ABBYY FineReader 10 professional [25], Tesseract 3.1 OCR engine [26] and OCRopus 0.4 [27]. The performance evaluation is carried out by computing character recognition accuracy percentage (CRA\%) with the help of following formula

$$CRA\% = \frac{N - ED}{N} \times 100$$

where $N = \text{Total number of characters}$ and $ED = \text{Edit Distance} = \text{Nos. of deletions} + \text{Nos. of insertions} + \text{Nos. of substitutions (with equal cost)}$.

The recognition results are presented in Table I. We achieve significantly better recognition accuracies in comparison to state-of-the-art open source OCR systems and HMM based techniques. ABBYY provides good result and one of the reasons could be the built-in language modeling facility. All the other systems are evaluated without language modeling support.

\(^2\) The dataset can be obtained by contacting the authors.
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