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Abstract—Interactive image segmentation which needs the user 
to give certain hard constraints has shown promising 
performance for object segmentation. In this paper, we consider 
characters in text image as a special kind of object, and propose 
an adaptive graph cut based text binarization method to segment 
text from background. The main contributions of the paper lie in: 
1) in order to make the binarization local adaptive with uneven 
background, the text region image is firstly roughly split into 
several sub-images on which graph cut is applied; and 2) 
considering the unique characteristics of the text, we propose to 
automatically classify some pixels as text or background with 
high confidence, severed as hard constraints seeds for graph cut 
to extract text from background by spreading the seeds into the 
whole sub-image. The experimental results show that our 
approach could get better performance in both character 
extraction accuracy and recognition accuracy. 

Keywords-text binarization; graph cut; hard constraints seeds; 
adaptive; split-merge; sub-image. 

I.  INTRODUCTION 
As text in images and videos has different sizes, resolutions 

and complex backgrounds, applying traditional optical 
character recognition (OCR) technology directly on the text 
image often leads to poor recognition rate. Thus, an effective 
binarization method is necessary for good system performance. 
In this paper, we focus on binarization of text region images 
from videos with relatively complex background. 

A large number of approaches have been proposed on text 
binarization during the past years. Most of them could be 
classified into two major categories: statistical threshold 
methods derived from traditional document binarization 
methods [4], [10], [11], [12], [13] and the machine learning 
methods such as color clustering [6], [14], statistical modeling 
[2], [3], [5], [7], [15] and so on. Global threshold method, such 
as the method proposed by Otsu [11], is effective to binarize 
document images or text images with high contrast and 
uniform background. Approaches proposed by Niblack [10] 
and Sato et al. [12] compute the local threshold, one based on 
local mean and variance and another using directional filters to 
compute the probability of each pixel being on a text stroke. 
However, threshold methods would fail when the text and 
background have similar textures or colors. Gllavata et al. [6] 
and Song et al. [14] use K-means color clustering to separate 
text from image. The performance of color clustering method 
is dependent on the color consistency and also sensitive to 
noise and text resolution. Chen et al. [2], [3], Gao et al. [5] and 
Ye et al. [15] adopt different approaches to build models 
(GMM or MRF) for pixels to extract text from images.  

Threshold methods don’t make full use of the structure of 
the text characters whereas the model trained on one dataset 
might not generalize well on other datasets. Actually, as text is 
a special kind of object, we could make use of the various 
object segmentation methods. Interactive image segmentation 
which needs the user to give certain hard constraints is 
becoming more and more popular, and graph cut  has been 
widely used in this area [16], [19]. As text has some unique 
characteristics, we could automatically get some hard 
constraints for graph cut. Therefore, in this paper we propose 
an adaptive graph cut based text binarization method. In order 
to adaptively binarize text from complex uneven background, 
we firstly split the text region images into several sub-images 
on which graph cut is applied. Considering the unique 
characteristics of the text, a new method is proposed to 
automatically classify some pixels with high confidence, 
served as the hard constraints seeds for graph cut to spread the 
seeds into the whole sub-image so as to binarize (segment) the 
sub-image.  

The rest of this paper is organized as follows. Section
details the proposed method. Experiments are presented in 
Section  and conclusions are drawn in Section . 

II. THE PROPOSED METHOD 

A. Method Overview 
The proposed method consists of three stages: 1) adaptively 

splitting text region image into several sub-images, 2) 
determining the polarity of the text region and automatically 
finding some text and background pixels with high accuracy, 
based on which graph cut is used to segment the sub-images, 
and 3) merging the segmented sub-images. The flowchart of 
the proposed method is shown in Fig. 1 and the corresponding 
detailed description will be presented in the following sections. 

 
Figure 1.  Flowchart of the proposed method. 

B. Splitting 
1) Finding the Seeds In order to split the input text 

images into several sub-images, we need to find at least one 
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seed image (character image), which is the basis for further 
splitting. Details of the process and the corresponding analysis 
to find the seeds are given below. 

• Based on the fact that characters in images usually 
have distinct contrast in edges or colors to their 
background for reading, the edge map of the original 
image is firstly detected. In this paper the Canny edge 
[1] detector is used due to its continuity and integrity. 
Then connected components analysis (CCA) is 
operated on the edge image to get the connected 
components (CCs) as candidate seed areas. 

• Although most plain background is suppressed in the 
edge image, there still exist some edges from 
background which sometimes link several character 
areas together. As characters have some similar 
features, we could further analyze the geometric 
characteristic of the CCs to filter out those disturbing 
CCs.  

• Finally, we calculate the average width and height, 
according to which the final seed images are acquired. 

2) Splitting Images By Seeds Next, the text image will be 
split into sub-images according to the seed images. The 
splitting stage is the premise for later stages, which means if 
we lose text information at this stage, the final extracted text 
information will definitely be incomplete. Thus, we strictly 
obey the principle that all the non-seed regions would be split 
according to the average width and height. Edge density is 
then used to exclude those non-character areas which have few 
edges. Fig. 2 shows the overall splitting procedure. 

 

 
Figure 2.  Stages of splitting method. 

 
In Fig. 2, all the characters in the left original image are 

considered as seeds and these seeds are the final split sub-
images, whereas on the right side of (b) not all the characters 
are detected as seeds, so further segmentation is needed to get 
the final split sub-images in (c). Images in (d) are the Otsu [10] 
binarization results on the whole input images, and images in 
(e) are the merging results of each binarized sub-images using 
Otsu [10] without any de-noising. Comparing results in (d) 
and (e), we find that even without any de-noising on the sub-
images, the merging result has less noise, suggesting that some 
noise caused by uneven background is removed during the 
splitting process. 

Original binary image

Eroded binary image

Dilated binary image  
Figure 3.  Illustration of the polarity criterion. 

3) Estimating the Polarity As the following step needs 
the polarity of the image, we propose a new and effective 
method to decide the polarity of the image by fusing the 
polarities of sub-images. For each preliminary binarized sub-
image, stroke widths of the image, the dilated image and the 
eroded image are calculated based on which the polarity is 
estimated. The same mask is used for the dilation and erosion 
operation. The judging criterion is detailed as: 
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where _ originStroke width , _ dilateStroke width , _ erodeStroke width  
represent the stroke width of the original image, the dilated 
image and the eroded image respectively. This criterion means 
that if the stroke width gets thinner after erosion and wider 
after dilation, the foreground of the binarized image is 1 
(white), and vice versa. Fig. 3 illustrates the process. We can 
see that as images in the first two columns have black 
foreground, their stroke width becomes wider after erosion 
and thinner after dilation accordingly, whereas in the last two 
columns stroke width becomes thinner after erosion and wider 
after dilation as a result of the white foreground. Edge images 
are used to calculate the stroke width due to its equal response 
to images with either white or black foreground. After the 
polarity of each sub-image is calculated, the final polarity is 
determined by the votes of sub-image polarities.                                       

C. Segmenting Sub-images 
Given a sub-image, the goal is to extract the foreground 

(character strokes) from the background. The interactive image 
segmentation technique, graph cut, is used. While interactive 
image segmentation needs the user to give hard constraints by 
indicating several pixels (seeds) definitely to be the part of the 
foreground or that of the background [16], we propose to 
automatically acquire these hard constraints based on the 
characteristics of the strokes. The details of the algorithm are 
given below.  

1) Graph Cut In this section we describe how to use 
graph cut in the context of our segmentation method. An 
undirected graph G { , }V E=  is composed of nodes 
(vertices V ) and undirected edges ( E ) that connect these 
nodes. Each edge in the graph is assigned a nonnegative 
weight ew  as the cost. There are two terminals, the 
background and the foreground terminals. A cut is a subset 
combination of the edges so that each node is assigned to 
either of the terminals. The cost of a cut is usually defined as 
the sum of the costs of the edges [16]: 
                                         | | .e

e C
C w

∈

= �                                      (2)  
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The cost function that we use as the soft constraints for 
segmentation needs to include both region and boundary 
properties [16]. Let P  be all the pixels in the image and N  be 
a set of pairs { , }p q  of the neighboring pixels in P . 

1 2{ , ..., ...}pL L L L= is a binary vector whose components pL  
specify the labels of pixel p  in P . Each pL could be either 1 
(foreground) or 0 (background). The cost function ( )E L  for 
each segmentation L  is defined as [16]:  
                            ( ) ( ) ( )E L R L B Lλ= +                                  (3) 
where  

     ( ) ( )p p
p P

R L R L
∈

= �                                     (4) 

                   {p,q}
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( ) * ( , )p q
p q N

B L B L Lδ
∈

= �                       (5) 
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1
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p q
p q

if L L
L L
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δ

≠�
�
�

                        (6) 

The coefficient 0λ >=  is a trade-off factor between the 
region cost ( )R L  and the boundary cost ( )B L . ( )R L  
measures the individual penalties for labeling the pixel p  as 
foreground or background and each pixel has two cost weights 

(1)pR  and (0)pR , corresponding to linking cost to foreground 
and background respectively. ( )B L  reflects penalties for 
discontinuity between neighboring pixels. { , }p qB should be 
large when p  and q  are similar and vice versa. Reference [16] 
proved that the minimum cut would give a segmentation 
minimizing (3) among all segmentations satisfying the given 
hard constraints. In this paper, the min-cut/max-flow 
algorithms in [17] is used. The algorithm for hard constraints, 

( )R L  and ( )B L  would be given in the following sections. 
2) Automatically Acquiring Hard Constraints While 

interactive image segmentation needs the user to give hard 
constraints by indicating several pixels definitely to be the part 
of the foreground or that of the background [16], we propose 
to automatically acquire these hard constraints based on the 
characteristics of the strokes. As we can see in Fig. 4, 
character strokes have the following characteristics: 1) for the 
same character, the strokes have relatively similar width; 2) 
pixels inside a stroke have the same color or intensity; and 3) 
pixels near the strokes usually have different colors or 
intensities from that of the strokes for reading. Based  

 
Figure 4.  Intensity waves of character image. 

on the above observations, the hard constraints seed pixels are 
acquired as follows: 

 
        (a)                      (b)                     (c)                   (d)                     (e) 

Figure 5.  Illustration of the seeds aquiring process: (a) Original sub-image. (b) 
Label image before seeds growing. (c) Label image after seeds 

growing. (d) Label image after mean shift clustering. (e) 
Segmentation result by graph cut. 

 
• Scan the image horizontally and vertically for the 

intensity changes. In Fig. 4, intensity waves for four 
horizontal lines are drawn on the right, each 
corresponding to the horizontal intensity changes on 
the left image. According to the intensity waves, we 
detect the stroke-like crests and troughs as candidate 
strokes and background; 

• If the polarity of the image is 1 (the foreground of the 
image is white), the crests with width bigger than 1 and 
smaller than half of the width of the sub-image, and 
with intensity above average intensities are further 
labeled as candidate strokes seeds whereas the troughs 
are labeled as candidate background seeds and vice 
versa. As shown in Fig. 4, since the polarity is 1, the 
crests labeled in red are candidate strokes seeds; 

• Seeds growing are applied on the candidate pixels. For 
each pixel in the image, if there exists a seed pixel in 
its neighborhood and their intensity difference is within 
a certain value (set to 10), assign the pixel the same 
label with the seed pixel; 

• To improve the reliability of the seed pixels, mean shift 
clustering [20] is used to cluster the candidate 
foreground and background pixels using color features, 
and only those pixels whose distance from the 
clustering center is within a predefined value (set to 25) 
are chosen as hard constraint seeds. Fig. 5 shows the 
hard constraints acquiring process where green pixels 
are for foreground pixels and red ones are for 
background pixels. 

3) Region and Boundary Cost Algorithms In this section 
we detailed the region and boundary cost algorithms. Each 
pixel of the image is a node in the graph and edges are 
composed of the standard 8 neighborhood system. As 
mentioned before, region cost ( )R L  should reflect the 
individual penalties for assigning pixel p  to foreground or 
background. To this end, we assume that if the color of the 
pixel is nearer to that of the foreground seed pixels, the cost 

(1)pR  should be smaller and (0)pR  should be larger and vice 
versa. The details are given below. 

• Clustering the foreground and background hard 
constraint seeds by mean shift clustering method [20]. 
Assume we get n  foreground and m  background 
clustering centers { }nCenter fore  and { }mCenter back .  
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• For each pixel p , calculate the distance to each 
clustering center, represented as { }p

mDist back  and 
{ }p

nDist fore   respectively. 

• (1)pR  and (0)pR are defined as follows: 

         (1) min{ { } }, 1,2,...p
p kR Dist fore k n= =              (7) 
(0) min{ { } }, 1,2,... .p

p kR Dist back k m= =             (8) 
Considering the local discontinuity penalty ( )B L , it could 

decrease as a function of the distance between pixels p  and 
q  [16].  In this paper we use the function: 

                        
2

{ , } 2

( )
exp( )

2
p q

p q

color color
B

σ
−

= −                    (9) 

where pcolor  , qcolor  represent the color features, and σ  is a 
scale factor fixed to be 0.25 in the experiments.  

Since we have defined the region cost and the boundary 
cost, we use min-cut/max-flow algorithms in [17] to segment 
the image. An example of the segmented sub-image is 
presented in Fig. 5. 

D. Merging Segmented Sub-images 
Given the segmented sub-images with white pixels for text 

and black pixels for background, all we need to do is linking 
all the segmented sub-images on the black background.  

III. EXPERIMENTS AND RESULTS 

A. Data Set and Evaluation Methods 

 
Figure 6.  Some examples from the dataset. 

As there are no suitable public data sets for text binarization 
from video text images, we collect 586 text region images 
from videos as our data set. The data set consist of images of 
different languages including Chinese, Japanese and numbers. 
These images vary a lot in character sizes, fonts, colors and 
background complexities. Fig. 6 shows some examples from 
the data set.  

 Two evaluation methods are used to verify the binarization 
performance. One is the character extraction rate (CER). The 
other is the character recognition rate (CRR). They are defined 
as: 
                 /segmentCER N N=        /recognizeCRR N N=          (10) 
where segmentN  is the number of characters completely 
extracted without lost strokes or connecting to background,  

recognizeN  is the number of characters correctly recognized by 
an OCR engine,  and N  is the total number of the characters.  

B. Performance of the Polarity Estimating Method 
As acquiring the foreground and background seeds needs 

the polarity of the image, the proposed polarity estimating 
method is firstly evaluated. Among the 586 images being 
tested, only 4 images, most of which have hollow characters 
and complex uneven backgrounds, are classified incorrectly, 
reaching a classification rate of 99.32%. 

C. Evaluation of Split-merge Technique 
The split-merge technique plays an important role in the 

overall performance of the proposed method. As not only is it 
the basis for polarity estimation, but it also improves the 
effectiveness of the graph cut segmentation results. For 
comparison, we apply the proposed method on the whole 
image to get hard constraints seeds for graph cut.  The CER 
and CRR are 88.44% and 73.86% respectively, compared to 
95.03% and 78.34% of the proposed method.  

D. Evaluation of the Validity of the Hard Constraints 
As the hard constraints are essential for the following semi-

supervised image segmentation, we need to testify the validity 
of the constraint seeds we got. The semi-supervised image 
segmentation methods in [18] and graph cut in this paper are 
applied with the same constraint seeds acquired by our 
approach. The CER and CRR results are shown in Fig. 7. From 
the results we can see that both semi-supervised classification 
methods achieve much better result compared to Otsu [11], 
verifying the effectiveness of the hard constraints acquired by 
our approach.  

 
Figure 7.  CER and CRR results. 

E. Comparing Results Using Different Methods  
The proposed binarization method is compared with four 

methods proposed by Otsu [11], Niblack [10], Chen et al. [4], 
and Lyu et al. [9] respectively. The reason to choose these 
methods is that Otsu is a simple but classical method widely 
used in many text segmentation applications; Niblack’s 
method is proved to be one of the best local threshold methods; 
Chen’s method is a variant of Niblack’s method by selecting 
the window size adaptively; and Lyu’s method shows good 
performance on their data set. In experiments, we ran 
Niblack’s method with 0.2k = −  and window size 30r = , 
while for Chen’s method k  is fixed to be 0.6 and  Tσ  is fixed 
to be 60. Commercial OCR software ABBYY FineReader 9.0 
[21] is used for recognition. Table shows the CER and CRR 
results. Some binarzation results of the above five methods are 
displayed in Fig. 8. As we can see in Fig. 8, the unsatisfactory 
binarization results of the traditional threshold methods 
illustrate the complexity of the background. 
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 Figure 8.  Comparing results of the five methods. 
The OCR engine performs badly when the binarization 

input has much noise as in the case of Otsu, Niblack and 
Chen’s methods. The results demonstrate that the proposed 
method performs much better than the other four methods both 
in CER and CRR. The main advantages of our approach lie in: 
1) local adaptive split-merge technique which not only 
excludes some noise caused by uneven background but also 
improves the performance of graph cut; 2) the validity and 
effectiveness of the automatically acquired hard constraints for 
graph cut; and 3) graph cut based semi-supervised 
classification method which could spread the seeds into the 
whole sub-image.  

TABLE I.  RESULTS OF DIFFERENT METHODS  

Evaluation 
Methods 

Text Binarization Methods 
Lyu et al. 

[9] 
Otsu 
[11] 

Niblack
[11] 

Chen et 
al. [4] 

Our 
approach 

CER (%) 
 
83.64 

 
74.02 

 
62.90 

 
68.09 

 
95.03 

CRR (%)  
65.24 

 
60.38 

 
55.43 

 
58.32 

 
78.34 

 

IV. CONCLUSIONS 
In this paper, an adaptive graph cut based text binarization 

method is proposed. Due to split-merge technique, the 
proposed approach is local adaptive, which could adaptively 
handle text regions with uneven background. Moreover, as 
character strokes have some unique characteristics, a new 
method is proposed to automatically give effective hard 
constraints for graph cut to spread these hard constraints into 
the whole sub-image. Experimental results demonstrate the 
validity of our method. In the future, more robust and effective 
hard constraints and more unique semi-supervised learning 
algorithm for text binarization could be further researched.  
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